
!

Narrowband Single Photons

for Light-Matter Interfaces

Markus Rambach

M.Sc.

A thesis submitted for the degree of Doctor of Philosophy at

The University of Queensland in 2017

School of Mathematics and Physics





ABSTRACT

Quantum technologies are becoming the driving engine of physical innovations in the 21st cen-

tury, leading science and humanity onto a path towards a technological revolution. Early

experiments have shown the enormous potential of this field, but after more than two decades,

quantum technology is still without an outstanding candidate for its underlying architecture.

The reason for this are specific inherent weaknesses, found in all quantum platforms available

to date. For example, for photons, it is the difficulty to keep them stored locally and implement

two-qubit gates due to their low interaction, while systems based on e.g. atoms or ions fall

short on mobility and have a high experimental overhead, making them hard to transport. A

promising path forward is hybridisation of quantum technologies, seeking to combine individ-

ual quantum architectures by transferring the information between two quantum systems of

different type, harnessing their strengths, while circumnavigating their weaknesses.

We want to benefit from the high mobility and ease of transmission of photons for quantum

communication and exploit the excellent readout and storage capabilities of atomic qubits as

a quantum memory. To realise this, efficient interaction between the two qubit carriers is

necessary.

The atomic transition usually has a much narrower bandwidth than single photons generated

by spontaneous parametric downconversion (SPDC), the current gold standard of producing

high-purity heralded single photons at flexible wavelengths. A high-quality interface of light

particles with atoms therefore demands matching the spectral properties between the photons

and the resonances of the atomic species. As the manipulation of atomic transitions is limited,

the solution is to significantly reduce the single photon emission spectrum to fulfil the require-

ments. We achieve this is by performing the downconversion process inside an optical cavity

in order to enhance the probability of creating the emitted pairs in the spectral and spatial

resonator mode.

Previous cavity-based SPDC sources have achieved bandwidths comparable to atomic line-

widths, however, this is not sufficient to be merged with high-efficiency storage schemes. The

atomic memory with the highest demonstrated storage and recall fidelity is the gradient echo

memory (GEM) based on rubidium. To achieve these outstanding fidelities, GEM requires

photons at sub-natural linewidths, e.g. sub-MHz for rubidium. Additionally, the operation

time of most sources is divided into stabilisation and photon production phases, resulting in

typical duty cycles < 50%. The so far narrowest photons from SPDC have bandwidths still well

above a MHz and only a few sources have demonstrated 100% duty cycle.

In this thesis, I realise an efficient light-matter interface to be used with a rubidium-based

GEM. My source offers 100% duty cycle generation of sub-MHz single photon pairs at the

rubidium D1 line using cavity-enhanced SPDC. I introduce a new technique – the ”flip-trick”
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– using a half-wave plate inside the cavity to achieve triple resonance of the pump, signal and

idler photons. This allows probabilistic creation of single photons at any given time (100%

duty cycle) without compromising the achievable linewidth and enables the highest spectral

brightness from a SPDC-based source to date. The double-exponential decay of the temporal

intensity cross-correlation function exhibits a bandwidth of 429±10 kHz for the single photons,

an order of magnitude below the natural linewidth of the target transition and well suited for

the implementation with GEM. This is the narrowest bandwidth of single photons from SPDC

reported so far.

The quantum nature of the source was confirmed by the idler-triggered second-order auto-

correlation function at τ = 0 to be g
(2)
s,s (0) = 0.032 ± 0.003 for a heralding rate of 3.5 kHz, and

antibunching below 0.5 was observed up to heralding rates of 70 kHz. The high multi-photon

suppression of the source is matched by high indistinguishability of the photons, demonstrated

in a Hong-Ou-Mandel (HOM) interference experiment with a visibility V = 96.7 ± 3.4 % of

the central dip. In addition, the mode-locked two-photon state of the generated pairs leads to

revivals of the HOM dip. We measured these revivals with up to 105 m path difference between

signal and idler photons, where V = 38.2 ± 2.4 %, giving independent proof of the exceptional

coherence length of our photons.

The narrow bandwidth in combination with high brightness, multi-photon suppression and

indistinguishability makes our system the perfect source for the future integration with GEM,

one of the most promising schemes for quantum memories to date, or hollow-core glass fibres

filled with rubidium gas to allow the construction of novel quantum logic gates. Further-

more, the extension of the photon wave packet over more than 100 m can easily cover a whole

experimental setup, making the photons an ideal candidate for measurements on quantum

foundations, e.g. quantum causality.
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CHAPTER 1

INTRODUCTION

The history of mankind is a story of communication. Over centuries, the urge of human beings

to exchange thoughts with each other over long distances has driven a variety of sociological

and technological innovations: starting in ancient Persia and Egypt with letters written on

the bark of trees or papyrus and transported by couriers, enriching cultural exchange between

distant places, over the invention of the printing press for fast duplication of e.g. newspapers,

or later the telephone for personal communication, up to today, where the whole world is just

a switch away, either on radio, television, a computer or just a small mobile phone in your

pocket.

One of the most challenging developments of the last decades is the rapid growth of local and

global computer networks, most prominently the internet. Especially the increasing demand on

sending and receiving data is pushing the connecting elements like modems (wired) or routers

(wireless), to their boundaries. The fastest method for sending information to date is via optical

glass fibre, where light pulses represent the data bits. This offers the advantages of high speed

and low interaction of photons with the environment, resulting in fast communication with high

noise suppression and small losses. Additionally, one cable can carry multiple wavelengths,

dramatically increasing the possible transmission rate.

Quantum technologies will undoubtedly be involved in the future generations of networks,

with many major companies and countries already investing in programs for their develop-

ment. These quantum networks allow for transport of quantum information between different

nodes, consisting of individual quantum systems [1–6]. They will include two main compo-

nents, analogue to the classical case: a (quantum) computer with some type of storage device

and a (quantum) communication mechanism, most likely single photons, designed to faithfully

transmit (quantum) bits, called qubits.

Photons are the natural choice for long distance information carriers in quantum communi-

cation as the qubit is easy to encode, e.g. in polarisation, the interaction with the environment

is little and the individual photon mobility is high. However, in order to communicate over

large distances, unavoidable decoherence and fibre losses need to be compensated. This can

be achieved by quantum repeaters, either all-optical [7, 8] or as a combination of memories

and noiseless amplifiers [1–3, 9–11], that restore the original information on a regular basis

through entanglement swapping operations. As photons are generally difficult to store and

keep in one location, an interface mapping the photonic qubit state onto a local memory, e.g.
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atoms [12–14], ions [15, 16], nitrogen-vacancy (NV) centres in diamond [17, 18], or rare-earth

doped solids [19–21], to just name a few, needs to be implemented. However, since the spectral

properties of the storage system are limited in their tunability, the single photons require pre-

cise quantum engineering to match the transition in the memory qubit, essential for efficient

hybridisation of the two quantum platforms.

There are multiple ways of generating suitable single photons, most prominently four-wave

mixing (FWM) [22, 23], trapped atoms [24] or ions [25, 26], nitrogen-vacancy (NV) centres in

diamond [27], and spontaneous parametric down-conversion (SPDC) [28–32]. While FWM and

trapping particles require substantial experimental effort with low duty cycles and NV centres

only achieved linewidths in the GHz regime so far, SPDC produces photons with the required

spectral tunability and comparably low complexity of the experimental setup. Simultaneously,

down-conversion offers high multi-photon suppression with near-ideal autocorrelation functions

g
(2)
s,s (0) ≤ 0.01 [33], far below the classical limit of 1 [34–36], and exceptionally high indistin-

guishability, with HOM interference visibilities ≥ 99.9% [37, 38]. Both quantum characteristics

are important figures of merit for a reliable single photon source in quantum information and

communication [39].

However, due to energy conservation combined with the spontaneous nature of the SPDC

process and the phase-matching condition of the nonlinear crystal, the frequency spectrum has

a typical width of 100s of GHz up to THz, dependent on the specific crystal and the wavelengths

involved. This is several orders of magnitude above the transition bandwidths in many atomic

species used in memory schemes. Narrowing the spectrum is possible by spectral filtering [40],

but this severely compromises the achievable brightness of the source. A different approach

is to create the single photon pairs inside an optical cavity [28, 29, 31, 32, 41–52], mapping

the spatial and especially the spectral properties of the resonator mode onto the photons and

enhancing the output.

One of the most promising architectures for quantum memories is the gradient echo memory

(GEM) [13, 14, 53–55], with recall fidelities up to 98% [14] and coherence times up to 1 ms

in rubidium [56], and exceptionally long coherent excitation times up to 6 hours in rare-earth

ion-doped crystals have been demonstrated [21]. In order to achieve these high fidelities and

storage times with GEM, the spectral width of the incoming photons not only needs to match

the atomic transition, but be well below its natural linewidth, e.g. sub-MHz for a rubidium-

based GEM which has a natural linewidth of 5.7 MHz [57].

The work presented in this thesis is primarily aiming at developing a quantum light source

that is compatible with GEM using rubidium, enabling an efficient light-matter interface. All

experiments with GEM to date are based on weak coherent pulses, demonstrating the potential

of the scheme but, strictly speaking, not storing a single photon Fock state of light. The reason

for that is the difficulty of building a bright, yet true single-photon source with the required

spectral properties. This thesis fills this gap. We prove the single photon nature of the source in

two independent experiments (heralded auto-correlation function and HOM interference) and

characterise the classical properties, e.g. the photon bandwidth and spectral brightness.
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We are using cavity-enhanced SPDC, also known as an optical parametric oscillator (OPO),

in a triply resonant configuration to generate photons resonant with the rubidium D1 line at

795 nm and surpass the bandwidth of the transition by more than an order of magnitude, i.e.

ideal conditions for high storage and recall probabilities. The optical cavity design determines

the output spectrum by enhancing the emission of the SPDC into cavity modes, while sup-

pressing unsupported frequencies. In order to select one specific spectral mode resonant with

the atomic species, the output requires an additional filtering step. Nevertheless, the obtained

brightness is much higher than brute-force filtering of free-space SPDC or other methods. The

triple resonance condition of the OPO allows for 100% duty cycle, meaning the source can

probabilistic produce single photon pairs at any given time.

Although the source is designed for integration with GEM, the photons can also be utilised

in other applications like quantum information processing and quantum foundations. The

source may be combined with gas-filled hollow-core photonic crystal fibres [58, 59], in order

to achieve high cross-phase modulations [60, 61] or precise spectroscopy [62–65]. Especially

the cross-phase modulation, where the presence of one photon can affect the phase of another

via the optical Kerr effect, is of high interest in the field of optical quantum computing. This

nonlinear effect forms the basis for a two-photon gate, as engineering deterministic interactions

between photons is difficult due to their weak interaction and needs to be mediated by a

nonlinear medium [66]. However, no system has yet shown a Kerr effect of sufficient strength.

The exceptional temporal and spatial length of the single photon wave packet can furthermore

be useful in quantum foundation experiments. In order to perform quantum computations

without definite causal structure, also known as the quantum switch [67, 68], it is essential for

the photon to extend over the whole experimental setup to erase the path information that

could be acquired otherwise. Thus, the qubit becomes entangled with the circuit structure,

revealing unexplored aspects of quantum theory.

1.1 A hitchhiker’s guide to this thesis

The thesis is organised in the following way:

Chapter 1 provides an introduction to the thesis, starting with a motivation on the pre-

sented work. Then, a brief literature review identifies important parameters to explain where

our source improves the field. More than 20 articles from the past 15 years are included to

classify our work as complete as possible.

Chapter 2 explains important theoretical and experimental concepts, necessary to derive

and understand the results obtained in this work. First, the theory of optical resonators,

including their spectral and spatial properties, is presented. Afterwards, stabilisation techniques

utilised in the experiment are discussed, focussing on the Pound-Drever-Hall technique and the

Proportional-Integral-Differential control algorithm for frequency stabilisation. Next, nonlinear

optical processes are introduced, with detailed descriptions of second harmonic generation and

spontaneous parametric down-conversion followed by the combination of optical cavities and
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SPDC: optical parametric oscillators. The chapter ends with the derivation of single photon

metrics, namely linewidth ( G
(2)
s,i (τ) ), spectral brightness, multi-photon suppression (1−g

(2)
s,s (0))

and indistinguishability (HOM interference).

Chapter 3 describes the design considerations and preliminary characterisations necessary

to construct a narrowband single photon source. The first two sections summarise the major

optical elements in the experiment, most prominently the OPO with a novel technique of

birefringence compensation, its parameters and possible filtering techniques towards a single-

mode output spectrum. This is followed by the electronic control systems in place in order

to implement the various stabilisation loops. Here, detailed characterisation of the individual

components like cavities or temperature controllers is paired with a description on how to

operate the software for optimal frequency control. After a short treatise on utilised photon

detectors, the chapter concludes with a summary of the complete experimental setup and

feedback loops, illustrating how all components fit into place and how they work together.

Chapter 4 presents the results obtained for the characterisation of the photon pair source.

It is divided in two major sections: part one describes classical characterisations like linewidth

and spectral brightness, and the methods to obtain their values from the measured data in post-

processing. The source is shown to be exceptionally bright and narrow in frequency. In part

two, we explore the quantum nature of the source, with a deep analysis on the dependence of the

auto-correlation function on various parameters. We further investigate the indistinguishability

of the single photons in the case of a multi-mode frequency spectrum, demonstrating HOM dip

revivals with high visibility and independently proving the long coherence time.

Chapter 5 summarises the results, discusses possible implications and gives a brief outlook

on current work in progress and upcoming projects.

1.2 A brief history of narrowband single photon sources

from spontaneous parametric down-conversion

Over the last 15 years, multiple research groups all around the globe achieved narrowband

emission of single photon sources. Spontaneous parametric down-conversion (SPDC) inside

an optical cavity, also known as an optical parametric oscillator (OPO), is a good candidate

for this purpose: SPDC is the current gold standard of producing high-purity heralded single

photons at flexible wavelengths and the cavity enhances emission into certain spectral modes,

tailoring the photon into the desired shape. In their groundbreaking work at the end of the

last millennium, Ou and Lu expand the preliminary theoretical framework of SPDC inside an

optical cavity from squeezing [69] to narrowband emission and demonstrated their predictions

in an experiment [28, 41]. The authors achieved single-mode operation from a semi-monolithic

standing wave cavity combined with a mode-cleaning cavity (MCC). The frequency mode had

a width of ∆νSP = 44 MHz, narrowing the emission from single-pass operation by more than

four orders of magnitude.

In recent years, most efforts to advance the field came out of China [44, 45, 48, 70, 71],
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Germany [29, 50, 52, 72–75] and Spain [31, 76–79], producing photon sources at various wave-

lengths resonant with atomic transitions in different memory schemes. During this time, new

techniques for birefringence compensation and filtering were developed, resulting in higher spec-

tral brightness, and passing the threshold to make OPO-based photon generation attractive for

quantum information processing and quantum communication [1, 4, 6].

The next couple of paragraphs will analyse existing single photon sources based on SPDC

(up to ∼ 100 MHz linewidth) for their similarities and differences and present where the work

described in this thesis fits into the field. The review is divided in two big topics: first we will

discuss design considerations of the utilised cavities, including the emission wavelength and

linewidth, type, compensation method and duty cycle (closely related to the locking scheme).

The second part will examine important characteristics of the sources, looking at the spectral

brightness, auto-correlation ( g
(2)
s,s (0) ) and non-classical Hong-Ou-Mandel (HOM) interference,

and also mention special features of some OPOs.

The first property to think about when building a narrowband OPO is its purpose. Most

commonly, these sources are designed to interact with some type of atomic species, often Alkali

atoms, especially rubidium and caesium [29, 30, 32, 42, 44, 45, 52, 70, 71, 75, 77, 78], or

rare-earth ion-doped crystals [31, 50, 79], forming the basis of a quantum memory. Naturally,

the corresponding requirements on the linewidth vary significantly dependent on the species

and the memory scheme the photons are used in. This means that for storage applications,

the single photon linewidth only needs to fulfil the demands of the memory and does not

necessarily require to be as small as possible, although narrower photons usually offer higher

storage fidelities. However, for different applications, e.g. experiments in quantum foundations,

higher delocalisation of the photon wave packet and therefore long coherence times are always

favourable.

One of the most promising candidates for quantum memories today is based on the photon-

echo effect, demonstrated in various atomic species [5, 13, 14, 19–21, 40, 53, 80, 81]. The

required linewidths vary from ∼ 100 MHz for neodymium-based crystals [40] down to sub-

natural linewidth levels < 1 MHz for rubidium [13, 14]. Generally, narrow linewidths below

the memory bandwidth allow longer storage times and higher storage and recall fidelities and

are therefore beneficial for efficient light-matter interfaces. Prior to the work presented in

this thesis, Fekete et al. [31] demonstrated the narrowest photons from SPDC with ∆νSP =

1.6 MHz with a duty cycle of 55%, used for the integration with a praseodymium-doped crystal

memory [79]. Our photon source is designed to work with a subset of the photon-echo technique,

so-called gradient echo memories (GEM), in rubidium, with reported recall fidelities of up to

98% [14] and storage times up to 1 ms [56]. In GEM, an ensemble of atoms is frequency shifted

to create a gradient in the transition frequencies along the length of the ensemble. Flipping the

gradient after a certain amount of time t is generating the photon echo after 2t. This scheme

requires a spectral bandwidth of the photons well below the natural linewidth, e.g. sub-MHz

for the rubidium D1 transition with Γ = 5.8 MHz [57], in order to achieved the high fidelities and

storage times. Hence, our source, with a demonstrated photon bandwidth of ∆νSP = 429 kHz
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at 795 nm, is perfectly suited for integration with GEM.

The second important consideration before starting to build the source is the design of

the cavity, including the compensation method, duty cycle and, closely related, the resonance

condition. The two main approaches are bi-directional standing-wave cavities (SW) [29, 42,

44, 48, 49, 52, 70, 71, 82], where the nonlinear crystal is traversed twice per round-trip, and

travelling-wave resonators (TW) [31, 32, 43, 77–79], most importantly bow-tie cavities, single

directional with only one pass of the light through the crystal per round-trip. TW cavities

offer some advantages like lower losses per round-trip, increasing the finesse, or easy spatial

distinction between incoming and outgoing beams, beneficial for detection of error signals and

lowering the observed rate of unwanted photons created by back reflections of the pump light.

On the other hand, their realisation can be more challenging as SW cavities consist of as little

as two mirrors and a nonlinear crystal, sometimes implemented as coatings of one [44] or both

sides of the crystal (monolithic cavities) [50, 82].

Apart from a few exceptions [28, 31, 45, 49, 79], most of the OPOs in the literature use

type II down-conversion, where the created signal and idler photon are orthogonally polarised.

This has the benefit of easy and deterministic separation of the pair on a polarisation beam

splitter behind the cavity, however, achieving double or triple resonance is challenging due to

the birefringence introduced by the crystal. In order to overcome this issue, different solutions

have been realised: compensation crystals [29, 42, 48, 78], the clustering effect [31, 44, 50, 52,

71, 79, 82] or in our case, a novel technique utilising a half-wave plate [32]. Compensation

crystals are a straight forward approach that cancels out the introduced birefringence through

an additional crystal with its optical axis rotated by 90○. However, the extra losses introduced

by the crystal and its surfaces reduce the finesse and broaden the linewidth. The clustering

effect essentially anti-compensates the birefringence, accomplishing a high mismatch between

the free spectral range (FSR) of signal and idler. Precise tuning of the crystal angle and the

temperature creates small resonant clusters, each consisting of a few frequency modes, and

results in a pre-filtered output spectrum. Nevertheless, meaningful utilisation of the clustering

effect requires either vastly different frequencies of the photons [31, 79], small cavities of length

comparable to the crystal length [49, 52, 82] or a combination of the two [50]. The narrowest

linewidth achieved for degenerate photons from SPDC so far is ∆νSP = 8.3 MHz [82], still a

factor of 50 higher than our source and therefore unsuitable for GEM.

The presented results in this thesis are based on an OPO using a HWP at 45○ to compen-

sate the intra-cavity birefringence. The HWP rotates the polarisation of the single photons

by 90○ every physical round-trip. This effectively doubles the length of the cavity and cancels

out birefringence while leaving the linewidth unchanged compared to the OPO without com-

pensating elements. Additionally, it allows easy implementation of triple resonant operation

of the cavity, a property where many sources fall short. In this regime, the experiment can

probabilistically produce and detect single photon pairs at any given time, further referred to

as 100% duty cycle. Unfortunately, this important feature is almost never addressed in the

literature for duty cycles below maximum, with only two references reporting on their actual
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values [31, 48] significantly below 100%. We can only infer shortcomings from statements on

the resonance condition, as an OPO that is not resonant with the pump frequency always re-

quires a locking cycle, a period during which no photons can be detected due to stabilisation at

the single photon frequency. The triple resonance of pump, signal and idler photons has been

demonstrated just a few times so far [29, 52, 75], with only Scholz and coworkers [29] achieving

a linewidth comparable to our source, but still nearly an order of magnitude higher.

A summary of the reviewed papers and their spectrum and cavity design parameters is

presented in Tab. 1.1. The values for the duty cycle are given where available, all other numbers

indicated by ”−” are definitely < 100% but could not be determined from the literature. Most

of the sources achieved single-mode output through post-filtering of some kind, described in

further detail later in the section. We have not demonstrated this so far, but all necessary

components are built and characterised and we are currently working on including them in the

experimental setup.

After finding similarities and differences in the designs and purposes of existing sources,

the rest of this section aims at analysing the literature for characteristic features of the OPOs,

Table 1.1: Comparison of cavity design parameters in the literature, sorted by achieved linewidth.
Note, narrowest linewidth is not necessarily the goal of every reviewed article. λ, wavelength; ∆νSP ,
single photon linewidth; DC, duty cycle; SM, single mode output; CM, birefringence compensation
method; BT, bow-tie cavity; SW, standing wave cavity; M, monolithic cavity; WGMR, whispering-
gallery mode resonator; n, no; y, yes; HWP, half-wave plate compensation method; CC, compensation
crystal; ClE, clustering effect.

Source
∆νSP DC [%] λ [nm] SM

Cavity
CM Year

[MHz] type

This work 0.43 100 795 n BT HWP 2017
Fekete [31]

1.6/2.9 55 606/1436
n

BT ClE 2013
Rieländer [79] (few)

Scholz [29, 72, 73] 2.7 100 894 y SW CC 2009

Schunk [74, 75] > 6.6 100
795/1610 or

y WGMR ClE 2016
895/1312

Wolfgramm [76, 78] 7 - 795 y BT CC 2008
Neergaard-

8 - 860
n

BT - 2007
Nielsen [43] (few)
Zhou [48] 8 2.5 1560 n SW CC 2014
Chuu [82] 8.3 - ∼ 1064 y M ClE 2012
Bao [44]

9.6 - 780 y
SW

ClE 2008
Yang [70] semi-bulk
Tian [71] 15 - 795 y SW ClE 2016
Wang [45] 21 - 780 y SW - 2010

Kuklewicz [42] 22 - 795 n SW CC 2006
Haase [77] 22 - 850/854 y BT - 2009
Ou [28, 41] 44 - 855 y SW - 1999

Luo [50] 66 - 890/1320 y M ClE 2015
Ahlrichs [52] 100 100 894 y SW ClE 2016
Monteiro [49] 116 - 1547/1569 y SW ClE 2014
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namely spectral brightness, auto-correlation around zero time delay, HOM interference visibility

and special details, making the sources unique in some way.

The spectral brightness (SB) is an important figure of merit of a narrowband single photon

source, as it allows for meaningful comparison of sources from different architectures and fil-

tering methods and describes if the enhancement of the emission by an OPO outperforms the

brute-force approach of passive filtering of very bright free-running sources. However, it can

be difficult to compare the SB presented by individual articles in a meaningful manner, as it

is calculated in various different ways. Sometimes the SB is used as a synonym of the spectral

generation rate inside the cavity, which is orders of magnitude higher. In other reports, losses

from e.g. coupling, optics and filters are taken into account, again, leading to values many

orders of magnitude above the actually detected rate. Throughout this thesis, we define the

spectral brightness as the coincidence rate after the first optical fibre, per MHz bandwidth and

per mW pump power, as this describes the actual SB of two-photon events that can be used

in further experiments (analogous to [83]). Hence, we only account for the detection efficiency

when calculating the values and solely compare literature that allows for an estimation per our

definition. We believe this is the most honest interpretation and allows comparison to sources

from other architectures. Over the last decade, the brightness of OPOs has been improved

from the first reported 0.07 photon pairs / s
mW∗MHz by Kuklewicz et al. [42], over the former best of

1410 photon pairs / s
mW∗MHz by Chuu and coworkers [82], to the value in this thesis of 3900 photon pairs / s

mW∗MHz .

For comparison, the SB of the currently brightest free running sources from quantum dots is

still well below our value, e.g. 15 photon pairs / s
mW∗MHz inferred from the work by Loredo et al. [83]. The

exceptionally high spectral brightness of our source enables high repetition rates of experiments

on light-matter interfaces with atomic memories like GEM, limited only by the preparation time

of the memory (∼ 100 ms [56]).

In terms of quantum characteristics, the multi-photon suppression and indistinguishability

of the produced photons are the most significant features. The multi-photon suppression of a

source describes its ability to create a single photon Fock state ∣n = 1⟩ without higher order

contributions. It can be quantified by the auto-correlation function [34, 84] around zero time

delay g
(2)
s,s (0) in an Hanbury Brown and Twiss (HBT) setup [85]. In the experiment, the signal

photon is separated on a 50/50 beam splitter and both output ports are detected individually. A

simultaneous coincidence indicates an unwanted multi-photon event from the OPO, reflected by

an increasing value for g
(2)
s,s (0). Obtaining this quantity in the field of narrowband single photons

for meaningful comparison is non-trivial, as the auto-correlation function is defined at equal

arrival times, but in an actual experiment, a coincidence time window has to be implemented,

significantly influencing the achievable value. Unfortunately, it is not possible to ”normalise”

the numbers in the literature to a uniform time window, but more important than the actual

value is showing g
(2)
s,s (0) ≪ 0.5, indicating dominance of the single-photon Fock state [34].

There is only a small subset of articles [29, 32, 50, 78, 79] reporting on their autocorrelation

measurement, but all achieve values in the low percent range: 0.012 ≤ g
(2)
s,s (0) ≤ 0.040. Our

OPO fits well into the literature with g
(2)
s,s (0) = 0.032±0.003, 277 standard deviations below the
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classical limit of g
(2)
s,s (0) = 1 [34].

The indistinguishability of the photons, important for e.g. optical quantum computation

and communication, can be determined in a HOM interference measurement [37] and is usually

quantified by the visibility V. It is, within error margins, independent of the chosen coin-

cidence window for small photon detection rates, hence, comparing visibilities is a straight

forward task. Again, all reported measurements [29, 44, 76, 79] show high visibilities of the

central interference dip between 90% [76] and 97%, demonstrated in this thesis. This indicates

large indistinguishability as expected by SPDC-based sources, ideal for entanglement swapping

schemes in quantum repeaters or memories. An additional feature of our OPO in multi-mode

operation is the revival of HOM interference dips with a period of 1
2νFSR

= 4.14 ns, with νFSR the

free spectral range of the cavity. This arises from the unique spectral and temporal shape of the

photons, given as a superposition of individual narrowband modes within the phase-matching

envelope of the nonlinear crystal [86, 87]. We observe slowly decaying HOM interference visi-

bilities as the delay increases, with V = 38% for signal and idler photon arriving at the beam

splitter 105 m apart from each other, far beyond everything demonstrated in the literature and

illustrating the exceptionally long coherence length of the created pairs.

Single mode operation, briefly discussed earlier in this section, is another crucial feature of

the OPOs in order to efficiently interact with the atomic transition. Usually, this is achieved

with one or multiple additional cavities for mode-cleaning or etalons in a filtering line [29, 43–

45, 48, 52, 71, 77]. Careful design of these cavities allows high transmission of the desired mode

> 90% with reasonable extinction ratios, but often more than one system for filtering is required,

adding complexity to the setup. Wolfgramm and coworkers showed that it is also possible to

use the atomic species as a filter, with high extinction ratio ≥ 35 dB, but poor transmission

≤ 10% of the desired mode [78]. We have not yet implemented a filtering step, but preliminary

characterisations and calculations show (near) single mode operation of the source with only

one triangular filtering cavity and a fibre-to-fibre transmission of 45%.

The analysed OPO characteristics are shown in Tab. 1.2. An entry of ”−” for the spectral

brightness means that either the article did not supply enough information to re-calculate the

value or it was not specified at all. An ”n/a” in the g
(2)
s,s (0) or HOM column refers to no

available data found in the literature.

Although using a slightly different and far more challenging design of a monolithic whispering-

gallery mode resonator (WGMR) made of the nonlinear crystal, the recent work by Schunk and

coworkers [74, 75] is included in the review due to its high potential in the field. Here, the au-

thors demonstrate 100% duty cycle, linewidths down to 6.6 MHz, fundamentally limited by

losses inside the resonator material, and a wavelength tunability of the photons over 100s of

nanometers at a constant pump wavelength (532 nm) achieved by temperature tuning of the

WGMR. However, multi-photon suppression and indistinguishability experiments have yet to

be published.
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Table 1.2: Comparison of the single photon source characteristics in the literature. SB, spectral bright-

ness; g
(2)
s,s (0), auto-correlation value at zero time delay; HOM, Hong-Ou-Mandel interference visibility;

n/a, no available data; HWP, half-wave plate; MCC, mode-cleaning cavity; WGMR, whispering-gallery
mode resonator.

Source
SB

g
(2)
s,s (0) HOM [%] Special feature

[
photon pairs / s

mW∗MHz ]

This work 3900 0.032 97
HWP, MCC,

HOM dip revivals
Fekete [31]

11 0.035 n/a Type I
Rieländer [79]

Scholz [29, 72, 73] 330 0.012 n/a MCC

Schunk [74, 75] - n/a n/a
Large tunability,
WGMR, Type I

Wolfgramm [76, 78] 28 0.040 90 Rubidium filter
Neergaard-

200 n/a n/a Filtering line
Nielsen [43]
Zhou [48] 0.11 n/a n/a MCC
Chuu [82] 1410 n/a n/a
Bao [44]

6 n/a 97 Etalons
Yang [70]
Tian [71] - n/a 95 Filtering line
Wang [45] - n/a n/a MCC, Type I

Kuklewicz [42] 0.07 n/a n/a Not locked
Haase [77] 1.0 n/a n/a Filtering line
Ou [28, 41] - n/a n/a Type I

Luo [50] - 0.020 n/a Not locked, waveguide
Ahlrichs [52] 33.7 n/a 96 Filtering line
Monteiro [49] - n/a n/a Type 0
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CHAPTER 2

THEORETICAL AND EXPERIMENTAL

FOUNDATIONS

This chapter explains and summarises the theoretical concepts and experimental techniques nec-

essary to understand the following chapters and includes various references for deeper insight.

Sections 2.1 and 2.2 discuss the basics of optical cavities and introduce important techniques

of frequency stabilisation. The focus in these parts lies on design considerations and mode-

matching for cavities as well as the Pound-Drever-Hall technique [1] to stabilise the emission

spectrum of lasers and cavities. Next, section 2.3 presents the theory of second order nonlin-

ear processes, aiming at a profound comprehension of second harmonic generation (SHG) and

spontaneous parametric downconversion (SPDC) to generate ultraviolet pump light and single

photon pairs, respectively. It also introduces the heart of our experiment: optical paramet-

ric oscillators. Finally, section 2.4 presents the derivation of crucial metrics of single photon

sources. The section introduces classical and quantum mechanical tools to characterise the

spectral brightness, linewidth, multi-photon suppression and indistinguishability of a single

photon source.

2.1 Optical cavities

Optical cavities are resonators consisting of a set of two or more mirrors between which the light

circulates on a closed path. They are the fundamental building blocks of many applications.

In lasers, cavities combined with a gain medium are used to build up optical power [2]. They

can function as highly sensitive sensors like in gravitational wave detecting interferometers [3],

measure low-level losses, for example in ring-down spectroscopy [4] or simply filter a frequency

or spatial component of light. Throughout this thesis, carefully designed cavities are used to

enhance the emission and manipulate the output spectrum of nonlinear crystals. The following

sections review the basics to achieve this.

2.1.1 Resonator theory

There are two basic types of resonators: a standing wave resonator and a ring resonator. The

simplest version of a standing wave resonator consists of two mirrors separated by a distance

L = Lrt/2, with Lrt the total length of one round trip. A ring resonator on the other hand
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(a) (b) (c)

Figure 2.1: Common optical cavity geometries. (a) Hemispherical cavity, example of a standing wave
cavity. Ring cavities: (b) Triangular cavity, consisting of two plane and one curved mirror. (c) Bow-tie
cavity: two curved and two plane mirrors.

includes a minimum of three mirrors, with usually at least one of them curved. Fig. 2.1 depicts

various common cavity configurations.

Light travelling between mirrors forms a standing wave if the wavelength λ of the light is

an integer multiple of the resonator length, Lrt = nλ, with n ∈ N. This relation combined with

the boundary conditions at the mirror surfaces leads to the definition of the free spectral range

(FSR), νFSR, the frequency spacing between two adjacent cavity modes:

νFSR =
c

Lrt
=

1

trt
, (2.1)

where c is the speed of light and trt is the round-trip time of the cavity. The frequency modes

have a Lorentzian shape for low loss cavities with a full width half maximum linewidth of

∆ν =
1

trd
. (2.2)

Here, trd, the ring down time of the cavity after which the intensity of the circulating field

decayed to 1/e of the steady state intensity. The ring down time depends only on the losses per

round-trip inside the cavity and together with the round trip time we can define the finesse [2, 5]:

F =
trd
trt

=
νFSR
∆ν

=
π
√
grt

1 − grt
, (2.3)

where

grt =
√
R1R2...(1 − Ploss) =

√
Rtot. (2.4)

Here, grt (always < 1 for a passive cavity) is the cavity round-trip gain, the fraction of the power

left after one round-trip. Ri is the reflectivity of mirror i and Ploss accounts for absorption or

any additional losses on extra surfaces. The finesse can be interpreted as the average number

of round trips of a photon before leaving the cavity through the outcoupling mirror or before

being scattered and lost. It is a convenient number to characterise the quality of cavities,

whereas the FSR and the linewidth fully characterise the emission spectrum. For a typical
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Figure 2.2: Reflected and transmitted intensity as a function of the mirror reflectivity, with their
extrema at R = 0.97, indicated by the dashed black line. Iref is simulated with an total round-trip
gain of 0.97 ∗Rin leading to Iref(0.97) = 0. This means that the cavity is perfectly coupled and no
power is reflected. Itrans is simulated with Tin = 2% and the same round-trip gain. We can see that
the maximum is reached at the same reflectivity as before but not all power will be transmitted due to
additional losses inside the cavity, i.e. I

/I0 does not reach 1. Perfect transmission can only be achieved
if the incoupling and outcoupling mirror reflectivities are equal and are the only losses in the system
following Eqn. 2.8. The dashed line at critical coupling separates the under- (left) and over-coupled
regime (right).

cavity used to produce the results of this thesis, one round trip is roughly 2.5 m, resulting in a

FSR around 125 MHz. The finesse is around 200, corresponding to a round-trip gain of 96.5%

and a linewidth of approximately 650 kHz, but more on that later.

Now that we defined the basic characteristics of a cavity we will have a look at the reflected,

transmitted and circulating intensity of a cavity on resonance. The circulating intensity inside

the resonator can be written simply as

Icirc = bI0, (2.5)

with the amplification factor [2]

b =
TinF2

π2grt
. (2.6)

I0 is the intensity of the incoming field and Tin/out is the transmittivity of the incoupling or

outcoupling mirror. We can see from Eqn. 2.6 that the circulating power depends on the ratio

of the incoupler transmittivity to the total gain and increases quadratically with the finesse. We

can use those two parameters to increase the field inside the cavity and therefore the creation

rate of single photon pairs described in the next sections. The formulas for the reflected and

transmitted intensity are given by [2]:

Iref =
(Rin − grt)2

Rin(1 − grt)2
I0, (2.7)

Itrans =
TinTout

(1 − grt)2
I0. (2.8)

Eqns. 2.5, 2.6 and 2.8 show a tradeoff between the circulating and transmitted intensity for the
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single photon creation. In order to achieve desirable high photon pair rates we need a high field

amplitude inside the cavity. This can be achieved by low losses and therefore a high finesse but

in order to have a high escape efficiency of the photons we need to increase the transmission of

the outcoupling mirror, subsequently lowering the finesse and broadening the linewidth.

A closer look at Fig. 2.2 exhibits three regimes for the cavity coupling dependent on the

reflectivity of the incoupling mirror. In the over-coupled case the reflectivity is too high and

only a small amount of the input intensity is propagating into the cavity, limiting the sub-

sequent build-up. The under-coupled regime on the other hand allows the light to enter the

cavity but there will be less intensity built up inside as the losses from the incoupling mirror

dominate. In between the two lies the point of critical coupling (dashed line in Fig. 2.2), with

low reflected intensity, high build-up and high transmission. If Tin (= 1 −Rin) equals the sum

of all other losses in the resonator, perfect impedance matching is achieved as can be seen in

Fig. 2.2. At this point no power is reflected off the cavity and the overall transmission reaches

a maximum. The value of the transmission maximum depends on the losses inside the system:

if Tin and Tout are equal and the only losses, 100% transmission is achieved.

2.1.2 Mode-matching

The spatial modes of a cavity mainly depend on the shape of its mirrors. The most basic

supported mode of a spherical mirror resonator is the Gaussian mode, usually referred to as

the transverse electromagnetic zero-zero (TEM00) mode. It is the fundamental solution of the

Helmholtz equations with the appropriate boundary conditions. By definition, the transverse

field distribution of a Gaussian beam follows a Gaussian profile. The intensity is a function of

the axial and radial positions, z and r =
√
x2 + y2, respectively, and can be written as [5]

I(r, z) = I0 [
w0

w(z)
]

2

exp [−
2r2

w2(z)
] , (2.9)

with

the waist at z = 0 w0 =

√
λzR
π
, (2.10)

and every other position w(z) = w0

√

1 + (
z

zR
), (2.11)

The optical intensity is described by two independent parameters: I0, the square of the electric

field amplitude and zR, the Rayleigh length where the wavefront curvature is at its maximum.

Both parameters are determined by the boundary conditions of the cavity. All other parameters

can be calculated if zR and the wavelength λ in the medium of propagation are known. Eqn. 2.11

is referred to as the beam radius in the transverse plain, as (1 − 1/e2) ≈ 86% of the power is

within a circle of that radius. Its minimum value is the beam waist radius w0, with the diameter

2w0 commonly called the waist spot size.

Different spatial modes can propagate stably inside a cavity. The modes are self-producing
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(a) (b) (c) (d)

Figure 2.3: Lowest four TEMnm modes, pictures taken from one of our cavities. n and m describe the
number of horizontal and vertical nodes, respectively. (a) TEM00, fundamental Gaussian mode. (b)
TEM10, (c) TEM01 and (d) TEM11.

transverse intensity patterns and can be described exactly as Ince-Gaussian functions, with the

two well-known special cases Hermite-Gaussian (HG) and Laguere-Gaussian (LG) functions for

rectangular- and cylindrical-symmetric modes, respectively. Fig. 2.3 shows the fundamental

and the lowest three higher order HG modes, TEMnm, of one of the cavities in our setup.

Careful design of the laser coupling, beam waist and position of the waist to overlap with the

desired fundamental cavity mode is called mode-matching. The goal of this is to use optical

components to shape the incoming beam so that its wavefront will keep retracing itself while

travelling between the cavity mirrors over multiple round-trips. This is, in general, not a trivial

task. The standard technique to describe the propagation of a Gaussian beam through an

optical system evolves the complex beam parameter q using the ABCD matrix formalism. A

comprehensive introduction to this formalism can be found e.g. in Ref. [2]. The q-parameter

is defined as

q(z) = z + ı̇zR, (2.12)

1

q(z)
=

1

R(z)
− ı̇

λ

πw2(z)
, (2.13)

with the radius of curvature R(z) of the wavefront:

R(z) = z [1 + (
zR
z

)
2

] . (2.14)

Eqn. 2.12 describes the q-parameter intuitively from the solution of the Helmholtz equation

whereas Eqn. 2.13 separates the complex envelope of the Gaussian beam into an amplitude and

a phase. Both representations are equivalent and have advantages in different situations. The

ABCD formalism now relates the q-parameters q1 and q2 of a Gaussian beam before and after

passing an optical system to each other via

q2 =
Aq1 +B

Cq1 +D
. (2.15)

(A,B,C,D) are elements of the matrix M that describes the optical system. This method can
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be used to calculate the waist(s) and waist position(s) of the spatial cavity mode as well as to

tailor the incoming beam for optimal mode-matching.

We can now derive analytic expressions for the waists and their positions of a bow-tie

cavity as in Fig. 2.1(c) using the ABCD formalism and comparing the results to a more elegant

approach [6]. The cavity consists of four mirrors, two planar and two curved, between which

the light propagates. Every curved mirror effectively acts as a lens and will lead to a beam

waist of the cavity mode at a designated position. To form a stable, self-producing standing

wave, the q parameter at the starting point has to be the same as the one after passing the

optical system. With q = q1 = q2, Eqn. 2.15 simplifies to

q =
Aq +B

Cq +D
. (2.16)

Solving 2.16 means solving a quadratic equation for q, with only one solution being of physical

significance:

q =
A −D

2C
+ ı̇

√

4 − (A +D)
2

2C
. (2.17)

Comparing Eqn. 2.17 to 2.12 and inserting the solution into Eqn. 2.10 results in the desired

parameters, beam waist and its position:

w2
0 =

λ

2πC

√

4 − (A +D)
2
, (2.18)

z =
A −D

2C
. (2.19)

We can draw an additional important conclusion from Eqn. 2.18: as wo ∈ R+,

4 − (A +D)
2
≥ 0, (2.20)

∣A +D∣ ≤ 2. (2.21)

Only optical cavities that fulfil the stability criterion (Eqn. 2.21) can support modes for a large

number of round-trips. Otherwise, the beam size will grow further and further, eventually

become bigger than the mirror and the light is lost.

In order to derive both beam waists and their positions we need to calculate the ray matrices

M1 and M2, one starting the optical path at the first curved mirror, the other starting at the

second. The solutions for our system consisting of two mirrors with radius of curvature R,

separated by distances L1 and L2 = Lrt −L1 from each other are:

M1 =MRML2MRML1

=

⎡
⎢
⎢
⎢
⎢
⎢
⎣

1 − 2L2

R L1 +L2 −
2L1L2

R

4(L2−R)

R2
4L1L2−4L1R−2L2R+R

2

R2

⎤
⎥
⎥
⎥
⎥
⎥
⎦

, (2.22)
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M2 =MRML1MRML2

=

⎡
⎢
⎢
⎢
⎢
⎢
⎣

1 − 2L1

R L1 +L2 −
2L1L2

R

4(L1−R)

R2
4L1L2−4L2R−2L1R+R

2

R2

⎤
⎥
⎥
⎥
⎥
⎥
⎦

, (2.23)

with MR and MLi
the ABCD matrices for the curved mirrors and free space propagation,

respectively, given by

MR =

⎡
⎢
⎢
⎢
⎢
⎢
⎣

1 0

−2
R 1

⎤
⎥
⎥
⎥
⎥
⎥
⎦

, (2.24)

MLi
=

⎡
⎢
⎢
⎢
⎢
⎢
⎣

1 Li

0 1

⎤
⎥
⎥
⎥
⎥
⎥
⎦

. (2.25)

The matrices M1,2 lead to waist positions exactly in between the two curved and plane mirrors

for a symmetric system. The analytical solutions are

w2
0,1 =

λ

2π

√
R −L1

R −L2

(R (L1 +L2) −L1L2), (2.26)

w2
0,2 =

λ

2π

√
R −L2

R −L1

(R (L1 +L2) −L1L2), (2.27)

z1 =
L1

2
, (2.28)

z2 =
L2

2
. (2.29)

These formulas perfectly reproduce the results from [6], where general analytic expressions for

an arbitrary amount of focussing elements are derived. It is a great example of the power and

simplicity of the ABCD matrix formalism. The same technique is also used to calculate the

necessary optics for manipulation of the incoming laser beam to match the calculated cavity

mode.

There are a number of steps to be followed to achieve good mode-matching in an actual

experiment. After some rough adjustment of the size and the position of the incoming beam, a

camera behind the cavity is usually used to monitor the overlap of different cavity round-trips.

Multiple iterations of aligning the incoming beam, but also the cavity mirrors themselves, help

to project both modes onto each other. After identifying the desired mode (TEM00) on the

camera, the signal of a fast photodetector (see Section 3.5.1) can be monitored on an oscilloscope

while fine adjusting the cavity mirrors until the higher-order HG modes vanish and all incoming

intensity is deployed in the fundamental Gaussian mode.

A typical transverse mode spectrum of a cavity before mode-matching is shown in Fig. 2.4.

Spacing and position of the modes in the spectrum depend on the Gouy phase shift from one

end of the cavity to the other, related to the Gaussian beam parameters and hence to the total

resonator length, mirror curvature and spacing. The spectrum shows that individual higher

order modes have different frequencies, but the dependency on cavity parameters generally
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Figure 2.4: Cavity transverse mode spectrum, normalised to 1 for the TEM00 mode. The distance
between adjacent axial modes is the free spectral range. Spacing and position of the higher order
modes is dependent on the Gouy phase shift related to the cavity parameters and can therefore be
engineered through the resonator. Mode-matching is aiming to suppress higher order TEM modes,
deploying the incoming intensity solely into the fundamental TEM00 mode.

allows to engineer the mode-structure of the resonator. For example, in a confocal two-mirror

resonator all even-symmetry TEM modes are degenerate with the axial mode frequencies and

all odd-symmetry modes overlap halfway between the axial mode locations [2]. Mode-matching

now tries to couple the incoming light into the fundamental axial TEM00 modes while sup-

pressing all others. More details on the design and mode-matching process of the cavity can

be found in Section 3.1.

2.2 Stabilisation techniques

Frequency stabilisation is one of the essential ingredients when building a narrowband single

photon source. The idea of active frequency control is the same for any reference system and

generally quite simple: the frequency of a signal is measured with respect to a reference, e.g. the

length of an optical cavity or the frequency of an atomic transition, and the derived error signal

is fed back electronically to control the initial system. Fig. 2.5 shows the schematic diagram

of the process. The control circuit calculates the error signal out of the deviation between the

initial and the reference frequency and then tries to compensate the difference. Experimentally

implemented stabilisation cycles might consist of multiple feedback loops, serving different

purposes: stabilisation to cavities allows designable linewidths, but only relative precision,

while atomic transitions serve as steady, absolute frequency references but their tunability is

poor.

There are a variety of different techniques to derive the error signal. Fringe side locking uses

the side of a transmission fringe to convert frequency fluctuations into amplitude fluctuations

with high efficiency [7], but low resolution, high drift rates and the sensitivity to power fluctua-

tions make it unsuitable for certain applications. Additionally, the technique does not stabilise

to transmission peaks and is therefore unfitting for our experiment. The Hänsch-Couillaud
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Signal Detection

Electronic
feedback

System

Cavity Atoms

Figure 2.5: Frequency feedback loop. The signal is referenced to a system and then detected. The
electronic feedback creates an error signal out of the deviation between initial and reference frequency
and then tries to eliminate the deviation. Throughout this thesis, the reference system is either the
length of an optical cavity or the frequency of an atomic transition.

method [8] and its optimised version [9] utilise polarisation rotation to lock optical resonators

without the need of phase modulation, but require an additional optical element inside the cav-

ity. The locking cycles in this thesis operate with the Pound-Drever-Hall (PDH) technique [1],

using the beat signal between the carrier frequency and modulation sidebands. This technique

is fast, has a large noise cancellation bandwidth and is insensitive to power and spatial drifts

of the laser. As PDH locking is a key technique in this thesis, it is more thoroughly discussed

in the following section.

2.2.1 Pound-Drever-Hall frequency stabilisation

The Pound-Drever-Hall (PDH) technique is a very robust frequency stabilisation method and

reasonably easy to implement. It can achieve high noise cancellation bandwidths of several

megahertz by modulating the frequency of the light. The resulting error signal has a high signal-

to-noise ratio and odd symmetry around the central locking point, enabling stabilisation to the

top of a transmission (or reflection) fringe. The main idea of the PDH technique is to phase

modulate sidebands onto the carrier laser frequency and monitor the transmitted (reflected)

signal. The sidebands allow straight forward detection of the antisymmetric derivative of the

signal and the error signal can be derived by demodulating that signal at the sideband frequency.

The following paragraphs follow a review of the PDH technique [10] to understand the theory

behind this simple but effective method. We start by defining the electric fields of a incoming

laser beam Ein = E0eı̇ωt and beam reflected of the cavity Eref = E1eı̇ωt. Here, E0,1 and ω are

the complex amplitudes of the fields and the carrier frequency, respectively. It is important to

note that the reflected beam is actually a coherent sum of two beams: the reflected beam that

bounces off the incoupling mirror and a leakage beam, which is a small part of the standing

wave inside the cavity that leaks backwards through the same mirror. The two beams have
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the same frequency but different relative phases dependent on the cavity resonance. At perfect

resonance the two beams are π out of phase and annihilate each other. Slightly off resonance

the phase difference is π ± δ, where the sign reveals on which side of the resonance the laser

is sitting. One way to define and measure the phase relationship between the two beams is to

modulate sidebands onto the laser carrier frequency (or phase) and detect the beat pattern at

the modulation frequency, described in detail in Section 3.4.

Let us assume a sinusoidal phase modulation at a frequency Ω with a modulation depth β.

The incoming electric field is now

Ein = E0e
ı̇[ωt+β sin(Ωt)], (2.30)

which can be rewritten in terms of Bessel functions Jn(β):

Ein ≈ E0 [J0(β)e
ı̇ωt + J1(β)e

ı̇(ω+Ω)t − J1(β)e
ı̇(ω−Ω)t] . (2.31)

This is an approximation for small modulation depth (β < 1) and neglects all higher order

sidebands Jn (n > 1). In this form it is straight forward to see that there are three beams

at different frequencies present: a carrier at frequency ω, a lower and a higher sideband at

frequencies ω ±Ω, respectively.

In practise, there are two different regimes of operation which determine the overall shape

of the error signal: slow modulation, like in saturation spectroscopy, where the linewidth is

broader than the modulation frequency (Ω < ∆ν) and fast modulation like in our optical cavity

systems with a much narrower linewidth than the modulation frequency (Ω < ∆ν). The error

signals ε in these regimes can be approximated by [10]

εslow ≈ 2
√
PcPs

d∣F(ω)∣2

dω
Ω, (2.32)

εfast ≈ −2
√
PcPs Im{F(ω)F∗(ω +Ω) − F∗(ω)F(ω −Ω)} . (2.33)

Here, Pc and Ps are the total powers in the carrier and the sidebands, respectively, and F(ω) =
Eref/Ein

is the ratio of the reflected and the incoming field at frequency ω. Fig. 2.6 shows εslow

and εfast dependent on the laser frequency and their integrals, defining the trapping potentials.

Both error signals have a zero-crossing at resonance (ω = νFSR) and are antisymmetric, perfectly

suited for frequency stabilisation. A closer look at the figure shows that the slow modulation

regime has a far smaller noise cancellation bandwidth and a far shallower trapping potential

compared to the fast modulation regime. Additionally, the fast modulation exhibits two extra

zero-crossings at the sideband frequencies which are not resolved in the slow modulation case.

These crossings result in an even deeper trapping potential and subsequently a tighter lock to

the desired frequency.
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Figure 2.6: Simulations of the error signal (top) and its integral, the trapping potential (bottom),
dependent on incoming laser frequency for both regimes in PDH locking. On the left the resonance
is broader than the modulation frequency, vice versa on the right. The round trip gain is 0.99 and
the error signal strengths are scaled for easier comparison. Both error signals are antisymmetric and
have a zero-crossing at resonance (ω = νFSR), well suited for frequency stabilisation. The trapping
potential exhibits a much higher robustness and noise cancellation bandwidth of the lock on the right
due to the higher ratio between modulation frequency and linewidth.

2.2.2 Reference systems

The shape and locking properties of the PDH error signal depend strongly on the bandwidth of

the reference system and the applied sideband modulation frequency as derived in the previous

section. Throughout this thesis there are two major reference systems in place: optical cavities

and atomic vapours. Resonators allow switching between stabilisation of the their own length

to a laser frequency, or vice versa, simply by changing the electronic feedback to either the

laser or the cavity without any need to change the error signal. We already introduced different

cavity geometries and calculated the PDH error signal detected on a beam reflected from the

incoupling cavity mirror. This section introduces a way to stabilise lasers or cavities to a narrow

transition of an atomic ensemble.

Atomic transitions are useful as a stable, well-characterised frequency reference that is

largely independent of the environment. Therefore they can cancel out thermal fluctuations [11]

leading to slow drifts of the system and precisely define the wavelength of the light. Although

not straight forward to see, all previous derivations for the PDH technique are applicable in

this case as well.
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In general, the narrow hyperfine transitions of atoms predicted by quantum mechanics are

not resolved in normal spectroscopy. At room temperature, thermal broadening of a transition

line can be orders of magnitude wider than the desired spectroscopic features [12]: if an ensemble

of atoms has a certain velocity distribution due to its temperature, the centre of the transition

gets shifted for each atom individually, dependent on the direction and speed (Doppler effect),

leading to a broadened line. However, using Doppler-free absorption spectroscopy [12, 13] and

the PDH technique allows to derive an error signal from the hyperfine transitions without the

need for cooling of the atoms.

The experimental setup is based on a pump-probe scheme to measure a transition frequency

ω0, shown in Fig. 2.7: a laser beam (frequency ω, wave vector k) is divided up unevenly on a

beam splitter into a strong pump and a weak probe beam. Both beams propagate almost anti-

collinearlly through an absorption cell and are detected afterwards. Scanning the frequency

of a strong probe beam excites atoms moving at all possible velocities v = (ω−ω0)/k, leading to

a thermally broadened spectrum. The weak probe beam will also get absorbed by all moving

atoms because of different Doppler shifts for pump and probe beam due to counter propagating

paths. However, the stationary atoms with v = 0 are excited by the pump beam and cannot

absorb the probe beam, resulting in a narrow dip in the probe absorption spectrum. This

technique is often called spectral hole burning.

As derived in section 2.2.1, the error signal in the PDH technique is a result of the coherent

interference between the reflected field at the incoupling mirror and a leakage field from inside

the cavity. If the role of the cavity is replaced by an atomic vapour, we can still identify two

interfering electric fields: one field EN travels through the cell as if there are no atoms present

while the field ED is produced by incident-field-induced dipole oscillations of the atoms [14].

It can be shown that the transmitted field of this system has exactly the same form as the

reflected field in the cavity case, where EN replaces the reflected field and ED the leakage field

from the cavity case [15]. All further statements and calculations now become analogous to

the cavity conditions, with the linewidth of the atomic transition playing the same role as the

cavity linewidth before.

2.2.3 Proportional-integral-derivative controller

As almost all branches of physics deal with unstable systems, stabilisation is very important.

Laser frequency stabilisation, temperature control or length stabilisation of a cavity are just

some examples relevant to this thesis. This section will give a brief introduction to the algo-

rithms of control theory, especially proportional-integral-derivative (PID) control. More details

can be found in the books [16, 17] or review articles, e.g. [18].

Proportional-integral-derivative (PID) control is probably the most commonly used control

algorithm with a very robust performance and high simplicity in many applications. The goal

of every feedback loop is to remove noise and environmental influences from the system. Ideally,

the disturbances are canceled out fast and complete. The key feature of the PID controller with
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Figure 2.7: Possible setup for Doppler-free absorption spectroscopy, adapted from [12]. An incoming
laser beam gets split unevenly into a strong pump and a weak probe beam. Both enter an absorption
cell from opposite directions, exciting atoms at different velocities due to the Doppler shift. Only
stationary atoms see the individual beam frequencies unshifted and the strong pump beam excites
these atoms while the probe beam passes undisturbed. The detected absorption spectrum has a narrow
dip at the corresponding frequency which can be used to stabilise the laser via the PDH technique.

setpoint ysp is the control signal u(t), defined as [16]:

u(t) = kpe(t) + ki∫
t

0
e(τ) dτ + kd

d

dt
e(t), (2.34)

where e(t) = ysp − y is the error signal with y, the measured variable. The control signal is

a sum of three terms: a term purely proportional to the error signal (with gain kp), a term

proportional to the integral of the error signal (with gain ki) and a term proportional to the

derivative of the error signal (with gain kd).

The P, I and D parts can be interpreted as actions based on the past, the present and the

future of the system, respectively, and each of them fulfils a crucial task in the control loop.

The P control provides a fast response and has the ability to partially cancel perturbations,

but there will always be a residual error. The error can be decreased by increasing kp, but

this will also increase the probability of unwanted oscillations. However, adding the I control

to the feedback will completely cancel out the steady state error from the P control. Higher

gain will increase the strength of the I control, but again the tendency for oscillations increases

accordingly. Consequently it is tempting to increase the P and I gain to get a fast and robust

feedback loop, but at some point the system will start to oscillate. Intuitively, the D control can

be seen as anticipating upcoming errors and taking immediate counteraction, which accelerates

the response drastically. Combined with P and I, the D control allows for higher gains without

unwanted oscillations, adding to the speed and robustness of the feedback loop. The problem

with the D control lies in the assumptions it makes about the evolution of the system: in noisy

systems with random fluctuations, the D part might add extra noise leading to an unstable

system. Fig. 2.8 shows an example of a P, a PI and a PID controlled system response and
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Figure 2.8: Example of a feedback control with setpoint ysp = 1. The blue line shows the system
response to a pure P controller with kp = 5: the response is fast but a steady-state error always
remains. Adding an integral gain ki = 3 (PI, black) slows down the response but cancels out any
residual error. Finally, introducing an additional D control (PID with kd = 3, red) allows for the
fastest response of all three and compensates all disturbances.

illustrates possible oscillations. As predicted, a carefully designed PID control has the fastest

response and allows complete cancellation of any perturbations.

There are several methods to optimise a PID feedback system. It is crucial to always consider

the key elements of your system: disturbance, sensor noise, uncertainties and reference signals.

The different methods will not be described here but a heuristic tuning method, the Ziegler-

Nichols method [16, 19], is introduced briefly. It is similar to a trial and error method where

ki and kd are set to zero at the beginning and kp is increased slowly until the system starts

to oscillate. The gain and oscillation period at this critical point are defined as kc and Tc,

respectively. Then the P, I and D gain are adjusted as per Tab. 2.1.

Table 2.1: Ziegler-Nichols method

Control kp ki kd

P 0.50kc - -
PI 0.45kc 0.54kc/Tc -

PID 0.60kc 1.20kc/Tc 3kcTc/40

These values apply for an ideal PID controller, but they are good starting points to further op-

timise realistic controllers. More details on the experimental implementation and optimisation

of PID controls and the PDH technique are given in Section 3.4.

2.3 Nonlinear optical processes

The field of nonlinear optics deals with processes that occur when light interacts with matter

and the response is nonlinearly dependent on the strength of the light field. This means that the

refractive index n and the absorption coefficient α are not constant, but rather a complicated

function of the intensity and therefore, in general, space, time, wavelength and polarisation. The
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light transmitted through a nonlinear medium can be completely different from the incoming

light and produce new physical effects.

The field became important with the discovery of lasers, as the high intensities necessary to

observe the nonlinear effects could only be achieved with laser light. The laser itself is probably

the most prominent example of nonlinear optics. Since then, many nonlinear materials have

been investigated for their properties in nearly every material system and various books [5, 20,

21] explain the topic in great detail. The following sections will introduce the background for

general nonlinearities and focus on two second order (quadratic) effects, used in our system:

second harmonic generation (SHG) and spontaneous parametric down-conversion (SPDC).

The response of a linear dielectric medium to an optical field E(r, t) can be characterised

by the polarisation P(r, t):

P(r, t) = ε0χ(r)E(r, t), (2.35)

with ε0, the vacuum permittivity and χ(r), the electric susceptibility of the medium. The

susceptibility is a tensor and therefore the polarisation and the electric field not necessarily

point into the same direction. It usually depends on the frequency and other properties of the

light. In a nonlinear medium and for high intensities Eqn. 2.35 can be expanded to

P(r, t) = ε0χ
(1)(r)E(r, t) + ε0χ

(2)(r)E2(r, t) + ε0χ
(3)(r)E3(r, t) + . . . (2.36)

The relation between polarisation and electric field is still linear for small E(r, t), but nonlinear

effects become dominant for high field strengths. Throughout the remainder of the thesis we

will focus on the first two terms of Eqn. 2.36. The susceptibilities are generally complex, leading

to a change in phase and amplitude of the light field by refraction and absorption. In practise,

χ(m) are real tensors, sometimes only numbers, and therefore absorption is being neglected

from here on.

The propagation of light in matter is described by the wave equation. In case of a homoge-

neous isotropic medium and neglecting higher order terms, the wave equation can be derived

from the Maxwell equations and takes on the form [20]:

∇2E(r, t) −
1

c2
0

d2

dt2
(n0 +∆nNL)

2
E(r, t) = 0. (2.37)

Here, ∆nNL =
√

1 + χ(2) is the changed refractive index due to the nonlinearity. The term

−
∆n2

NL

c20

d2

dt2 E(r, t) describes a source of accelerated charges that emit electromagnetic radiation

in a linear medium with refractive index n0 =
√

1 + χ(1). There are two approximate approaches

to solving this nonlinear partial differential equation: the coupled wave theory and the Born

approximation, using scattering theory [21].
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Figure 2.9: (a) Schematic of the SHG process: the interaction of a plain wave with a medium creates
an additional field component oscillating at double the frequency. (b) Energy level diagram describing
SHG. Two photons excite the atomic ground state ∣g⟩ to the virtual excited levels ∣e1⟩ and ∣e2⟩. ∣e2⟩

decays back to ∣g⟩ by emitting a photon with frequency 2ωin.

2.3.1 Second harmonic generation

Second harmonic generation (SHG) is a nonlinear process that can be used to convert light from

a lower to a higher frequency, e.g. infrared to visible or ultraviolet light. It is the simplest case

of a second order nonlinear process where two equal monochromatic light waves, travelling along

the z direction with the same frequency ωin, wavevector kin and polarisation, are simultaneously

present in a nonlinear crystal. The nonlinear term of the atomic polarisation PNL can then be

written as [20]

PNL = ε0χ
(2)E2

in

=
1

2
ε0χ

(2)E2
0 +

1

2
ε0χ

(2)E2
0 cos (2ωint)

= PNL(0) + PNL(2ωin). (2.38)

The first term in Eqn. 2.38 is a steady component which describes a macroscopic charge sep-

aration inside the material. According to the previous section, we can interpret the second

term as electromagnetic radiation oscillating at double the frequency of the incoming wave:

ωSHG = 2ωin. This component of the optical field is called the second harmonic of the incoming

field. As SHG fulfils energy and momentum conservation it can be used to generate light at

twice the initial frequency that (almost) preserves the linewidth of the incoming light and trav-

els along the same path. Fig. 2.9 shows the schematic process (a) and the energy level diagram

(b) of SHG. According to this picture, we can interpret SHG as an exchange of photons between

different frequency components of the field, where creating a photon at 2ωin demands the anni-

hilation of two photons at ωin. The virtual excited states (dashed lines) are not energy levels of

the atom, but rather describe combined energy levels of an atom with one or more photons of

the light field [21]. It is important to point out that, in principle, SHG is also possible without

atoms (in vacuum) [22], but for the experiments in this thesis the nonlinearities are introduced

by atoms in crystals.

The amplitude of the SHG process is proportional to the intensity of the incoming field,

consequently its intensity is proportional to the square of the incoming intensity. The efficiency
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of the process, ηSHG, is dependent on the the incoming power P , the interaction cross section

(or focus area) A and the crystal length l. It is defined as [5]

ηSHG ≡
I(2ω)

I(ω)
= C2 l

2

A
P. (2.39)

Here, C is a constant dependent on the crystal properties and the conversion frequency. ηSHG is

below one, but under proper experimental conditions using long crystals, high powers and tight

focussing, nearly all of the incident light can be transferred to double the frequency. The size

of the laser beam and the length of the crystal can be engineered according to the application

and are limited by the beam diffraction and the growing process of the crystal. The optimal

focussing of the incident wave has been studied in great detail by Boyd and Kleinman [23]:

the ratio of the crystal length l and the confocal parameter b of the laser beam should be

l/b ≈ 2.84. As the confocal parameter is two times the Rayleigh length zR, we can use Eqn. 2.10

to calculate the optimal beam waist w0,opt dependent on the wavelength in vacuum, the crystal

length and refractive index:

w0,opt =

√
lλ0

2π 2.84 n
, (2.40)

known as the Boyd-Kleinman criterion. More recent investigations have shown that the restric-

tions on the beam waist are not as strict as previously assumed [24], leading to good conversion

efficiencies even at 2ω0,opt.

To achieve high powers necessary for high efficiencies, pulsed lasers with large peak pow-

ers are usually used. However, short pulses are inherently broad in frequency and, as SHG

preserves the linewidth, would lead to pump light that is orders of magnitude broader than

the down-conversion cavity linewidth (see Section 3.4.2). Additionally, a pulsed scheme would

reduce the generation duty cycle, lowering the spectral brightness of the source. For continuous

narrowband SHG at high powers, cavities are a great tool to create uninterrupted strong fields

as discussed later.

The momentum conservation in nonlinear processes is not given automatically. A phase

mismatch ∆k = kSHG − 2kin is usually present and can severely compromise the efficiency given

in Eqn. 2.39. Increasing the phase overlap of the incident and the newly generated light is

called phase matching and can be achieved by choosing a suitable orientation of the crystal.

All concepts for phase matching presented here are applicable for all frequency conversion

techniques, especially for SPDC described in section 2.3.3.

We can solve Eqn. 2.37 in one dimension using the ansatz [20]:

ESHG(z, t) = E0,SHG cos (ωSHGt − kSHGz), (2.41)

Some further calculations lead to an analytical expression for the SHG intensity

ISHG(z) = Imax (
sin (∆kz/2)

∆kz/2
)

2

, (2.42)
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Figure 2.10: Theoretical phase matching curve of a nonlinear crystal as a function of the mismatch
∆kz. The curve exhibits the sinc2 behaviour with maximum phase matching achieved for ∆kz = 0.
Away from optimum, a drastic decrease in output intensity can be observed.

where

Imax = I
2
in

2π2d2l2

ε0c0λ2
inn

2
innSHG

, (2.43)

with the different refractive indices ni for the different wavelengths λi, the relevant matrix

element d of the susceptibility and the length of the crystal l. Fig. 2.10 illustrates the findings

of Eqn. 2.42. It shows a dramatic decrease in the SHG intensity for ∆kz ≠ 0, highlighting the

importance of proper phase matching.

As pointed out before, momentum conservation (∆k = kSHG−2kin = 0) together with energy

conservation (ωSHG −2ωin = 0) implies spatial phase matching. This is often difficult to achieve

because nonlinear crystals show dispersion, so the refractive index is an increasing function of

frequency. It is not possible to achieve momentum and energy conservation in such a material,

but good phase matching can be obtained by carefully choosing the orientation and temperature

of the crystal to equal the refractive index of the incident and frequency doubled wave. It is

important to point out here that phase matching cannot be achieved for every crystal and some

crystals might be preferable to others dependent on the wavelength and conversion type.

There are two main approaches to achieve phase matching: using birefringence and quasi-

phase matching. Both require a high control of the refractive indices for all waves involved,

usually achieved by additional angular and temperature tuning of the crystal. The birefringence

method uses the dependence of the refractive index of a material on the polarisation of the

optical wave. The light beam can be distinguished into ordinary (o) and extraordinary (e)

wave with refractive indices no and ne, respectively, dependent on the direction of polarisation.

We can now identify two different types of phase matching. In type I, both incoming photons

have the same polarisation, while the SHG wave is orthogonally polarised (oo-e, Eqn. 2.44). In

type II, the polarisations of the incident waves are oriented perpendicular to each other (eo-e,

Eqn. 2.45):

kSHG(e) = kin(o) + kin(o), (2.44)

kSHG(e) = kin(o) + kin(e). (2.45)

34



2.3. NONLINEAR OPTICAL PROCESSES

Both types have their advantages: type I allows not only spectral separation of the incident and

converted light fields, but also distinction in polarisation. Type II on the other hand allows

higher phase matching angles in suitable materials and in the case of SPDC, deterministic

separation of the single photon pairs on a polarising beam splitter is possible. More on SPDC

can be found in the upcoming section.

Angular and temperature tuning are the best options to manipulate the birefringence and

fulfil Eqn. 2.44 and 2.45. A closer look at the angular dependence θpm of a type I phase matching

process leads to [21]:

sin2 θpm =
n−2
o,in − n

−2
o,SHG

n−2
e,SHG − n

−2
o,SHG

, (2.46)

and usually reaches values of 40-60 degrees dependent on the crystal. This equation determines

how the crystal should be oriented to achieve optimal phase matching. Unfortunately, there is

no analytical solution for a type II phase matching angle and the equation needs to be solved

numerically.

However, there is one severe drawback of angular tuning: in practise, ordinary and extraor-

dinary waves quickly diverge from each other. This walk-off limits the efficiency of the nonlinear

process as the waves stop to overlap spatially. Temperature tuning can solve this problem by

changing the amount of birefringence, which can be strongly dependent on the temperature,

without adjusting the angle. Combining angular and temperature tuning results in less angular

sensitivity and is called noncritical phase matching.

An alternative method, known as quasi-phase matching (QPM), can be used in cases where

the birefringence technique is insufficient to fulfil ∆k = 0, for instance for materials with low or

no birefringence or when an application requires the use of a different element of the suscep-

tibility tensor. Quasi-phase matching uses a periodic change (poling, see Section 2.3.2) in the

nonlinearity of the crystal to reset the accumulated phase error before a back conversion starts,

illustrated in red compared to dashed black in Fig. 2.11. The poling period Λqpm of the crystal

depends on the natural phase mismatch of the light fields involved. For first order quasi-phase

matching it is given as:

Λqpm =
2π

∣∆k∣
=

2π

∣kSHG − 2kin∣
. (2.47)

Typical poling periods are on the order of tens of micrometers for optical frequencies. Quasi-

phase matching has two major advantages over the birefringence method: first, the polarisation

of the interacting waves can be equal as QPM does not rely on birefringence. Second, QPM

provides maximal design flexibility for many nonlinear processes at various interaction wave-

lengths.

Fig. 2.11 compares the different phase matching approaches with perfect and no phase

matching. In the case of no phase matching, the intensity oscillates around a small value with

no significant total conversion intensity. All other cases show an increase in the intensity of the

second harmonic field that depends quadratically on the distance travelled through the crystal,

but the slopes differ significantly. The slopes are proportional to an effective susceptibility deff

which is the highest for perfect phase matching and lowest for birefringence phase matching.
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Figure 2.11: Comparison of the field intensities dependent on the propagation distance through the
crystal for different phase matching methods. The dashed black line shows the case of no phase
matching (NPM): the intensity oscillates around a small value with period 2Λqpm. The solid black line
is perfect phase matching (PPM) with a quadratically increasing intensity. The quasi-phase matching
(QPM) method is shown as solid and dashed red line for the actual intensity and its quadratical
tendency, respectively. The blue line depicts the intensity in the birefringence phase matching (BPM)
technique. The latter three all increase quadratically with different slopes proportional to deff .

2.3.2 Periodically poled nonlinear crystals

Periodic poling of nonlinear crystals is a well-established technique to achieve quasi-phase

matching. It was first proposed in an article by Armstrong et al. in 1962 as a way to provide

phase correction in SHG [25]. However, it took another 30 years of development to achieve

SHG in a periodically poled (pp) crystal for the first time [26]. Growing high precision poling

periods in nonlinear crystals with periods on the order of 10 micrometers for optical frequency

conversion is still a challenge today. Fig. 2.12 shows a first order pp crystal with poling period

Λqpm for optimal quasi-phase matching in (a) and the intensity of the created waves in the not

matched and QPM case (b) (see also Fig. 2.11).

In the upcoming experiments, periodically poled potassium titanyl phosphate (ppKTP) is

used for SHG and SPDC. It has a high nonlinear optical coefficient d0 ≈ 15 pm/V and is

transparent for wavelengths between 350 nm to 4.3 µm. The poling period for our application

can be calculated using Eqn. 2.57. To determine the wavevectors for the frequencies involve in

the conversion process, precise knowledge of the relevant refractive indices is necessary. They

are given by the phenomenological Sellmeier equations for the three different axis of ppKTP [27]:

n2
x = 3.29100 +

0.04140

λ2 − 0.03978
+

9.35522

λ2 − 31.45571
, (2.48)

n2
y = 3.45018 +

0.04341

λ2 − 0.04597
+

16.98825

λ2 − 39.43799
, (2.49)

n2
z = 4.59423 +

0.06206

λ2 − 0.04763
+

110.80672

λ2 − 86.12171
, (2.50)

with λ in µm. The temperature dependence of the refractive indices for ppKTP is very small

and was therefore neglected in the following calculations. For our application, nz and ny
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Figure 2.12: (a) Nonlinear crystal with a poling period Λqpm to invert the nonlinear coefficient d0

regularly. Figure adapted from Ref. [5]. (b) Build up of the intensity I with (QPM) and without poling
(NPM) from amplitudes at different parts of the crystal. In the NPM case the phase misalignment
leads to a circle without significant build up of intensity, whereas QPM periodically changes the sign
of the nonlinearity, creating a high intensity conversion field.

are engineered as the ordinary and extraordinary refractive indices, respectively. The poling

period for conversion of light with a vacuum wavelength of roughly 397.5 nm to 795 nm (SPDC)

and vice versa (SHG) is Λqpm = 8.8 µm. Periods of that magnitude can be manufactured by

ferroelectric field poling, where electric fields induce the change in the crystal domain structure

under carefully controlled conditions.

In the case of SPDC, we can calculate the bandwidth of the resulting photons by setting

∆kl = 2.7831. The phase at this point results in only half of the frequency conversion compared

to the centre. The corresponding difference between Ω(∆k = 2.7831/l) and Ω(∆k = −2.7831/l)

around ω0 is called the full width half maximum (FWHM) phase matching bandwidth and can

be expressed as [28]:

∆Ω =
2π

l∣k′s − k
′

i∣
, (2.51)

with k′s,i =
dks,i
dωs,i

, the derivative of the k-vectors evaluated at ω0. For our case of degenerate

SPDC, producing two single photons at 795 nm inside a 25 mm long crystal, the bandwidth is

100 GHz.

2.3.3 Spontaneous parametric down-conversion

Spontaneous parametric down-conversion (SPDC) is roughly the inverse process of SHG. It

creates single photon pairs rather than high intensity coherent fields and is therefore perfectly

suited for optical quantum information and communication. SPDC is a special case of an

optical parametric amplifier (see e.g. [5, 20, 21]) where a pump photon at frequency ωp enters

a suitable nonlinear medium and creates two photons, typically called signal and idler for

historical reasons, at frequencies ωS and ωI , respectively. The term down-conversion relates

to the created frequencies being lower than the pump frequency. Generally, signal and idler

photons are correlated in their spatial, temporal, spectral and polarisation properties as shown

below.

Unfortunately, SPDC is a very rare process and only happens with a probability on the

order of 10−7. Additionally, the resultant new photons are not as spectrally narrow as the
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pump photon due to the noisy nature of the process. The linewidth of unfiltered photons from

SPDC is around 100 GHz - 1 THz, 5-6 orders of magnitude larger than typical bandwidths of

atomic transitions. This section will discuss the nature of SPDC and its variations from SHG

in detail.

The schematic SPDC process is depicted in Fig. 2.13. Since the decay at ωI stimulates a

parametric decay at ωS and vice versa, the process is called parametric amplification [21]. The

most dramatic difference between SHG and SPDC can be observed when comparing Fig. 2.13(b)

to 2.9(b). In SHG, two photons add up to one single photon at double the frequency, roughly

preserving the linewidth of the incoming field. The virtual excited energy levels are well defined

by the energy of the two pump photons. In SPDC on the other hand, the input decays into

two parts, but theoretically, the virtual state ∣e1⟩ can be anywhere between ∣e2⟩ and ∣g⟩ as long

as energy conservation is fulfilled. This leads to a widening of the down-converted linewidth

compared to the pump field. Using quantum mechanics to describe the process further explains

its spontaneous nature: SPDC can be understood as a special case of three-wave mixing [5],

where one high-frequency photon can couple to the vacuum field and then randomly decays

into two low-frequency photons.

Describing SPDC in a more mathematical way analogous to SHG, the intensity of the

process is given by a sinc2 function (see Eqn. 2.42) dependent on the phase mismatch ∆k with

the phase matching condition

∆k = kp − kS − kI = 0 (2.52)

and energy conservation

ωp = ωS + ωI . (2.53)

The case where ωS = ωI = ωp/2 is called frequency degenerate SPDC. Eqns. 2.52 and 2.53 lead to

a strong correlation between signal and idler frequency if the pump spectrum is narrow. Like

in the SHG case, we have type I and type II SPDC producing mutually parallel or orthogonally

polarised photon pairs. As the wavevectors for signal and idler are generally different and

distinguishable in frequency and/or polarisation, Eqn. 2.45 transforms to Eqn. 2.55 and 2.56:

Type I kp(e) = kS(o) + kI(o), (2.54)

Type II
kp(e) = kS(o) + kI(e), (2.55)

kp(e) = kS(e) + kI(o). (2.56)

Both phase matching approaches discussed in the Section 2.3.1 are also used in SPDC. However,

the poling period for quasi-phase matching differs slightly from the SHG case because signal

and idler are in general not identical in frequency and therefore both photons see different

refractive indices which are themselves functions of frequency and temperature:

Λqpm(T) =
2π

∣∆k∣
=

2π

∣kp(ωp,T) − kS(ωS,T) − kI(ωI ,T)∣
. (2.57)
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Figure 2.13: (a) Classical schematic of the SPDC process: a pump field interacts with a nonlinear
medium to create two photons at frequencies ωS and ωI . (b) Energy level diagram describing SPDC.
A pump photon excites the atomic ground state ∣g⟩ to the virtual excited level ∣e2⟩ from where it
decays back down to ∣g⟩ via ∣e1⟩, emitting two photons called signal and idler.

We can analyse the output spectrum by looking at small deviations of signal and idler frequency

around optimal phase matching for a crystal with fixed length l and poling period Λqpm. This

leads to the same sinc2 behaviour as shown in Fig. 2.10 but in the frequency domain [28].

Finally, in order to use SPDC for quantum information or communication, a quantum

mechanical treatment is necessary. Here, SPDC is described as fields generated by interactions

with quantum vacuum fields with the following Hamiltonian:

H = g∗ â†
pâS âI + g âpâ

†
S â

†
I , (2.58)

where g is the coupling constant describing the susceptibility of the crystal and â† and â

are creation and annihilation operators of the respective fields, assuming a two-mode output of

the SPDC. Without loss of generality, we can assume a strong pump field that can be treated

classically and therefore Eqn. 2.59 reduces to

H = g′∗ âS âI + g
′ â†

S â
†
I , (2.59)

with the classical pump field amplitude absorbed in g′. A more detailed discussion of the

quantum nature of SPDC can be found in Ref. [29, 30]. The most important classical and

quantum metrics of single photon sources are derived in Section 2.4.

2.3.4 Cavity-enhanced down-conversion: optical parametric oscilla-

tors

As pointed out in Sections 2.3.2 and 2.3.3, the free running bandwidth of down-conversion

(∼ 100 GHz) is around 5 orders of magnitude too high for an efficient interaction with atomic

transitions. Passive filtering with narrow-band optical filters or cavities might seem like the

obvious choice to create suitable photons, but these methods turn out impractical due to the

high losses involved in the process resulting in a low spectral brightness. A different approach

is to create the single photons inside an optical cavity. In doing so we benefit from enhanced

emission into a desired mode and map the spectral properties, especially the linewidth, from

39



CHAPTER 2. THEORETICAL AND EXPERIMENTAL FOUNDATIONS

-0.2 0 0.2

Frequency -
0
 (a.u.)

0

0.2

0.4

0.6

0.8

1

In
te

n
s
it
y
 I
/I

m
a
x

(a) QPM spectrum
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(b) Cavity spectrum
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(c) Combined spectrum

Figure 2.14: (a) SPDC spectrum of a QPM crystal showing the sinc2 dependency with a bandwidth
of Ω. (b) Cavity spectrum consisting of Lorentzian peaks with width ∆ν, separated by νFSR ≪ Ω. (c)
Combined spectrum of a nonlinear crystal inside a cavity.

the cavity onto the single photons [31–44]. This feedback SPDC setup is also called an optical

parametric oscillator (OPO). They have proven to be a flexible sources of radiation at many

optical frequencies and can operate in continuous or pulsed mode.

We have previously shown that the three waves in SPDC have to fulfil frequency and phase

matching conditions (Eqns. 2.52 and 2.53). If the photons are produced in a cavity, their

frequencies must also overlap with the resonance frequencies of the cavity modes, similar to a

laser amplifier. All other frequencies within the phase matching envelope interfere destructively.

This leads to a modified spectrum as shown in Fig. 2.14: the phase matching curve is sampled

by the narrowband modes of the cavity separated by the FSR. Another advantage of OPOs,

apart from the narrowband emission, is that the effective length of the crystal is increased by

the finesse of the cavity, greatly enhancing the spectral brightness. The intuition behind this

lies within the interpretation of the finesse: it describes the average number of cavity round-

trips of a photon. Thus, each pump photon transverses the crystal multiple times increasing

its effective length compared to a single pass system. Finally, designing the linewidth of the

cavity to match the atomic transition will produce single photon pairs that are resonant with

the desired atomic species (see Section 3.1).

The threshold pump power for oscillation of an OPO is reached when the round-trip losses

are less than the parametric gain, the increase in the converted field strength, resulting in a high

conversion efficiency of the pump light into signal and idler beams. There are naturally three

different options of resonance for an OPO: if only the signal is resonant, we speak of a singly

resonant OPO. If signal and idler or signal and pump are resonant simultaneously, the OPO

is doubly resonant or pump-enhanced singly resonant, respectively. In the third alternative,

triple resonance of signal, idler and pump is achieved at the same time. The latter is the

most challenging setup, often requiring complicated active stabilisation techniques. On the

other hand triply resonant OPOs allow continuous wave operation with very low pump powers,

making them our choice for the setup. The formula for the threshold photon flux Nt of a triply
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resonant OPO is [45, 46]:

Nt =
(Tp +Lp)2(TS +LS)(TI +LI)

64Tpχeff
, (2.60)

where Tp, Lp, TS, LS, TI , LI are the transmission and loss coefficients for pump, signal and idler

beams, respectively, and χeff is the effective nonlinear coefficient also taking the geometrical

overlap of the three waves into account.

Dependent on the incoming photon flux (or pump power), we can identify three different

regimes of operation of an OPO. Above threshold, the oscillation greatly enhances the non-

linearity leading to a coherent output of light that can be treated classically [21, 47]. Right

below threshold, the OPO produces squeezed states of light [48–51]. The region that we are

interested in is far below threshold, where we can neglect stimulated emission leading to higher

order terms involving more than one photon pair. Here, the photon statistics are quantum.

In their groundbreaking work on cavity-enhanced SPDC, Ou and Lu [31] showed that, far

below threshold, spontaneous emission is dominant for two-photon generation and stimulated

emission is negligible. The output operator of a degenerate OPO at resonance is given by [48]:

âout(ω0+ω) = G1(ω)âin(ω0+ω)+g1(ω)â
†
in(ω0−ω)+G2(ω)b̂in(ω0+ω)+g2(ω)b̂

†
in(ω0−ω), (2.61)

with

G1(ω) =
γ1 − γ2 + 2ı̇ω

γ1 + γ2 − 2ı̇ω
,

g1(ω) =
4εγ1

(γ1 + γ2 − 2ı̇ω)2
,

G2(ω) =
2
√
γ1γ2

γ1 + γ2 − 2ı̇ω
,

g2(ω) =
4ε

√
γ1γ2

(γ1 + γ2 − 2ı̇ω)2
.

Here, ε is the single-pass parametric gain amplitude, proportional to the nonlinearity of the

crystal and the pump power. ω0 is the degenerate frequency of signal and idler. γ1,2 are decay

constants for modes âin and b̂in due to losses in the cavity system, with b̂in being the operator

for the unwanted vacuum mode coupled to the loss.

Using Eqn. 2.61 we can calculate the overall signal enhancement as

ROPO = ⟨â†
out(ω0 + ω)âout(ω0 + ω)⟩ =

∣r∣2F2

π trtF0

, (2.62)

where r ≡ εtrt is the round-trip gain parameter with trt the round-trip time, F ≡ 2π/(γ1 + γ2)trt

the finesse of the cavity and F0 = F(γ2 = 0), the finesse without loss into the vacuum mode.

Comparing this to the single pass rate without the cavity Rsp = ∣r∣2Ω/2π, we find the average
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enhancement per mode is

E =
ROPO/∆ν

Rsp/Ω
=
F3

2F0

≈ F2γ2/π. (2.63)

Therefore the brightness will increase with the square of the finesse or in other words the

square of the average number of bounces of the photon inside the cavity before leaving. We

can intuitively understand this: if the amplitudes of all round-trips add up constructively (at

resonance), the field inside the cavity increases linearly with the number of bounces and the

down-converted field should increase quadratically. The loss of the system into the vacuum

mode decreases the enhancement by a factor of F/F0.

2.4 Single photon source metrics

Single photons have become an important resource in quantum information and quantum com-

munications in the past decade. Applications like linear optical quantum computing [52], quan-

tum cryptography [53], quantum metrology [54] and quantum networks [55] are continuously

driving the field towards high quality single photon sources. Trying to map the whole prob-

ability distribution of all possible states in order to characterise such a device is impractical.

Alternatively, we can define certain figures of merit which need to fulfil standards dependent

on the application, and evaluate systems by these accepted metrics. The upcoming pages will

briefly introduce the photon as a Fock state of the electromagnetic field and then derive the for-

mulas for four important characteristics of single photons for quantum networks: the linewidth,

the spectral brightness, the multi-photon suppression and the indistinguishability.

The electromagnetic field in free space can be quantised by regarding the field vector A(r)

as a Hilbert-space operator Â(r). This field operator can be written in terms of monochromatic

modes of frequency ωi as [56]

Â(r) = ∑
i

Ai(r)âi +H.c., (2.64)

where Ai(r) are the classical orthonormal mode functions that solve the Helmholtz equation

(∇2 + (
ωi
c
)

2

)Ai(r) = 0. (2.65)

Further quantisation requires the classical Poisson brackets to be replaced by the quantum me-

chanical equal-time commutators. The bosonic commutation relations translate into [âi, â
†
i′] =

δi,i′ , with â†
i and âi the creation and annihilation operators of photons, respectively. The so-

lution of Eqn. 2.65 are plane waves with a wavevector ki = ωi/c ei, with ei, a vector pointing

into the direction of propagation. For two orthogonal polarisations σ the field operator now

becomes:

Â(r) =
2

∑
σ=1
∫

d3k

(2π)3/2
(

h̵

2ε0kc
)

1/2

eσâσ(k)e
ı̇kr +H.c., (2.66)

with

[âσ(k), â
†
σ′(k

′)] = δi,i′δ(k − k′). (2.67)
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The Hamiltonian of the system describes its electromagnetic energy. It can be written as the

sum over all harmonic oscillator Hamiltonians,

Ĥ = ∑
i

Hi = ∑
i

h̵ωi (â
†
i âi +

1

2
) , (2.68)

We can see that the number operator n̂i = â
†
i âi commutes with the Hamiltonian and is therefore

an observable of the system. Its eigenstates are called photon number or Fock states and satisfy

n̂i∣ni⟩ = ni∣ni⟩, where ni ∈ N0. The corresponding eigenvalues are

Ei = h̵ωi (ni +
1

2
) . (2.69)

It can be shown that â†
i ∣ni⟩ is also an eigenstate of the harmonic oscillator Hamiltonian with

Energy Ei + h̵ωi. The energy levels thus form an equidistant ladder starting at the vacuum

energy E0 with spacing h̵ωi, the photon energy.

A very important property of Fock states is the vanishing photon-number variance

⟨ni∣ (∆n̂i)
2
∣ni⟩ = 0. (2.70)

This means that, in contrast to classical light, quantised light in a Fock state has no fluctuations

in photon number and subsequently a true single photon source has to produce Fock states.

2.4.1 Spectral brightness

In order to achieve high repetition rates of experiments in quantum information or fast quan-

tum communication, the brightness of a photon source is crucial. There exists a variety of

definitions for the (spectral) brightness dependent on the application, even within the field of

single photons. For example, in quantum dot emitters the brightness at the first lens is of

particular interest. In narrow-band sources we are more interested in the actual amount of

single photon pairs coming out of an optical fibre that can be used for further experiments. For

all purposes throughout this thesis, the spectral brightness of a single photon source is defined

as the number of photon pairs detected each second per optical bandwidth (in MHz) of one

particular frequency mode and per mW of pump power,

[B] =
photon pairs / s

mW ∗MHz
, (2.71)

within a symmetric coincidence window of twice the photon coherence time. The bandwidth

of SPDC of > 100 GHz and high pump powers usually lead to a spectral brightness far below

one. This is a serious limitation for the repetition rate of experiments when combining photon

sources with quantum memories, where linewidths are on the order of MHz. However, in

cavity-enhanced SPDC the linewidth of the single photons can be narrowed below the MHz

level, depending on the application. Additionally, using a triply resonant cavity allows for
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constant creation of pairs (100% duty cycle) and a much larger interaction region with the

nonlinear crystal, significantly lowering the necessary pump power and increasing the pair

creation rate. With these features, our source is the first to achieve a spectral brightness B ∼

4000 photon pairs / s
mW∗MHz , as presented in Section 4.1.2. This work improved the spectral brightness

by a factor of ∼ 3 compared to the brightest source so far (1410 photon pairs / s
mW∗MHz ) [57] and even

without corrections for the detector efficiency, we were able to achieve B = 2330 photon pairs / s
mW∗MHz .

2.4.2 Intensity cross-correlation function G
(2)
s,i (τ) : linewidth

The temporal signal-idler intensity cross-correlation function G
(2)
s,i (τ) is of particular interest

since it allows easy access to important experimental parameters like the FSR or the cavity

decay rate of the biphoton state. It is measure by looking at the coincidence rate for detecting a

signal photon at time t and an idler photon at time t+τ . To calculate this temporal correlation

function, we first need to derive the biphoton wave function and the field operators for resonant

signal and idler modes [36, 58, 59].

Analogous to Eqn. 2.66, but now assuming a linearly polarised wave with cross section A

travelling in the z direction, we can write the electric field operators for signal and idler as

ÊS,I(z, t) = (
h̵ωS,I
2ε0cA

)

1/2

∫

∞

−∞

dω
√

2π
âS,I (ωS,I + ω) e

ı̇(ωS,I+ω)(
z
/c−t), (2.72)

with the corresponding central frequency ωS,I and the operators âS,I (ω) following the standard

commutation relations (Eqn. 2.67) for orthogonal polarisation of the signal and idler photons

in type II SPDC.

The biphoton wave function can be calculated by time evolution of the interaction Hamilto-

nian describing the down-conversion process. The general form of the Hamiltonian for a crystal

of susceptibility χ and length l is

Hint =
χ

2l ∫
0

−l
dz (Êcr

p Êcr†
S Êcr†

I +H.c.) , (2.73)

where Êcr is the field operator inside the crystal. Incorporating the explicit expressions for

these field operators with energy and phase matching conditions into the Hamiltonian in the

limit of an empty resonator before each emission event, we arrive at the final expression of the

biphoton wave function [59]

∣Ψ⟩ =
1

ı̇h̵ ∫
t

0
dt′Hint(t

′)∣0⟩

= ∑
mS

∑
mI

∫

∞

−∞

dω∫
∞

−∞

dω′
πα

√
γSγIFms,mI

(ω,ω′)

(γS/2 − ı̇ω) (γI/2 − ı̇ω′)

×δ (mS ωFSR,S + ω +mI ωFSR,I + ω
′) × â†

S (ωS,mS
+ ω) â†

I (ωI,mI
+ ω′) ∣0⟩. (2.74)

Here, mS,I ∈ [−m0/2;m0/2] is the summation index over the number of cavity frequency modes

m0 within the phase matching bandwidth of the crystal. The constant α accounts for the
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Figure 2.15: Normalised second order cross-correlation function for parameters similar to our setup:
γS = γI = 1 MHz, trt,S = trt,I = 8 ns and τ0 = 3.7 ps. The sum in Eqn. 2.76 is run over one (black),
three (blue) and 300 (red) frequency mode(s). We can clearly see that more frequency modes result
in a narrowing of the temporal peaks around integer multiples of the free spectral range.

strength of the pump field and the nonlinear interaction strength at signal and idler frequencies.

Fms,mI
(ω,ω′) is a function that evaluates the collinear phase matching condition for type II

SPDC inside the cavity. The damping rates and the FSR of the cavity are given as γS,I and

ωFSR,S and ωFSR,I , respectively. In the regime far below threshold, we can assume the photon

pair production rate to be much smaller than the cavity decay, leading to an empty cavity

before every emission event. Subsequently, we can use perturbation theory for the evolution of

an initial product state ∣0⟩(t = 0) = ∣0⟩S ⊗ ∣0⟩I into ∣Ψ⟩. Eqn. 2.74 is very powerful and can be

used to calculate a variety of properties of the single photon pair.

Combining Eqns. 2.72 and 2.74 we can now calculate a explicit expression of the temporal

correlation function [60]

G
(2)
s,i (τ) = ⟨Ψ∣Ê†

I(t)Ê
†
S(t + τ)ÊS(t + τ)ÊI(t)∣Ψ⟩ (2.75)

for the specific case of a triply resonant OPO far below threshold in terms of frequency

modes [36]:

G
(2)
s,i (τ) ∝

RRRRRRRRRRR

∑
ms,mI

√
γSγIωsωI

ΓsΓI

×

⎧⎪⎪⎪
⎨
⎪⎪⎪⎩

e−2πΓs(τ−(τ0/2))sinc(iπτ0Γs) ∀τ ⩾ τ0
2

e+2πΓi(τ−(τ0/2))sinc(iπτ0Γi) ∀τ < τ0
2

RRRRRRRRRRR

2

,

(2.76)

where τ0 corresponds to the temporal width of the peaks, accounting for the propagation delay

between signal and idler in the crystal and ∀k ∈ {S, I}, Γk =
γk
2 + imkωFSR,k. In terms of

45



CHAPTER 2. THEORETICAL AND EXPERIMENTAL FOUNDATIONS

temporal modes we get [58]:

G
(2)
s,i (τ) ∝

⎧⎪⎪⎪⎪⎪⎪
⎨
⎪⎪⎪⎪⎪⎪⎩

∞

∑
j=1

exp [−jγStrt,S −
4(jtrt,S − τ)

∆T 2
] ∀τ ⩾ τ0

2

0

∑
j=−∞

exp [−jγItrt,I −
4(jtrt,I − τ)

∆T 2
] ∀τ < τ0

2

, (2.77)

where ∆T characterises the effective resolution of the detectors.

In both cases, the signal-idler correlation function consists of equally spaced peaks of width

τ0 and spacing trt = 2π/ωFSR
, the round-trip time of the cavity. The peak height decays expo-

nentially with the cavity damping rates γS,I for positive and negative τ , respectively. Fig. 2.15

depicts the temporal idler-signal intensity cross-correlation function for typical experimental

parameters in our setup and compares the shape for many, a few and only one frequency mode.

We can interpret the narrowing of the temporal peaks in the G
(2)
s,i (τ) function for a higher num-

ber of frequency modes as having more information on when exactly the photons left the cavity.

For single mode operation, this information is completely lost and only the exponential decay

remains. Therefore, the peak width τ0 in G
(2)
s,i (τ) can be used to approximate the number of

frequency modes the single photon pairs consist of.

In an actual experiment, one needs to account for possible offsets, limited time resolution

and jitter of the detectors as well as corrections for background (accidental) coincidences. These

environmental factors slightly change G
(2)
s,i (τ) , but the general shape stays the same. More on

the experimental measurements and extraction of the crucial parameters of the cross-correlation

function can be found in Section 4.1.1.

2.4.3 Intensity auto-correlation function g
(2)
s,s (τ) : multi-photon sup-

pression

The individual photon statistics can be characterised by measuring the temporal idler-triggered

intensity auto-correlation function g
(2)
s,s (τ). Its value at zero time delay, g

(2)
s,s (0), is part of a

convenient measure for the multi-photon suppression (1 − g
(2)
s,s (0)) of single photon sources,

giving an estimate of unwanted higher order contributions towards the biphoton state. The

auto-correlation function for photons can be measured in a relatively simple Hanbury Brown

and Twiss experiment as shown in Fig. 2.16. The detection of an idler photon is used to trigger

detectors in the signal arm which is evenly split up in two parts on a 50/50 beam splitter.

Furthermore, one of the signal arms is delayed by a time τ . g
(2)
s,s (τ) now describes coincidences

between an idler and a first signal photon arriving at time t and a second signal photon arriving

at time t + τ . It is given as [56, 61]

g
(2)
s,s (t + τ ∣t) =

⟨Ê†
S(t)Ê

†
S(t + τ)ÊS(t + τ)ÊS(t)⟩pm

⟨Ê†
S(t)ÊS(t)⟩pm⟨Ê†

S(t + τ)ÊS(t + τ)⟩pm
, (2.78)

where ⟨●⟩pm is the average over the post-measurement state, only necessary for quantum states
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Figure 2.16: Schematic of a Hanbury Brown and Twiss set-up. The intensity auto-correlation function
with a delay τ is measured by looking at double and triple coincidences between the three channels.

of light. In the regime of classical light sources, the auto-correlation function can only take

values g
(2)
s,s (τ) ≥ 1. On the other hand, single photon Fock states allow for all positive values

g
(2)
s,s (τ) ≥ 0, giving rise to an exclusive quantum region 1 > g

(2)
s,s (τ) ≥ 0 where a pure single

photon source has g
(2)
s,s (0) = 0. A variety of g

(2)
s,s (0) values for different input states coming from

a light bulb (thermal), laser (coherent) and single photon source (Fock) is given in Tab. 2.2. We

can interpret the values as follows: thermal photons come in groups, an effect called bunching,

whereas photons from a laser arrive randomly spaced in time and sometimes coincide. Single

photons never coincide, i.e. the source ideally never emits more then one photon, which is

called anti-bunching.

Table 2.2: Intensity auto-correlation function

State g
(2)
s,s (0)

Thermal 2
Coherent ∣α⟩ 1

Single Photon Fock ∣n = 1⟩ 0

The following derivation of g
(2)
s,s (τ) for single photon sources is following the approach given

in [61, 62]. The biphoton state of SPDC is a zero-mean Gaussian state whose only nonzero

second-order moments are given as [63]:

⟨Ê†
k(t + τ)Êk(t)⟩ ≡ R(τ)eı̇ωpτ/2, k = S, I, (2.79)

⟨Ê†
S(t + τ)ÊI(t)⟩ ≡ C(τ)e−ı̇ωp(t+τ)/2, (2.80)

representing the auto-correlation and the phase-sensitive cross-correlation function, respec-

tively. In SPDC, we are interested in the low gain regime where the expressions for R(τ)

and C(τ) can be approximated by:

R(τ) =

⎧⎪⎪⎪⎪⎪⎪
⎨
⎪⎪⎪⎪⎪⎪⎩

R0(1 + τ/∆t) −∆t < τ ≤ 0

R0(1 − τ/∆t) 0 < τ ≤ ∆t

0 else

, (2.81)

with R0 the photon generation rate for signal and idler and 1/∆t the bandwidth of the single
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photons, and

C(τ) =

⎧⎪⎪⎪
⎨
⎪⎪⎪⎩

√
R0/∆t ∣τ ∣ < ∆t/2

0 else
. (2.82)

It can be shown via a heuristic approach [64] or a discrete-mode formalism [62] that the post-

measurement averaging for any operator X̂ is given by

⟨X̂⟩pm = ⟨Ê†
i (ti)X̂Êi(ti)⟩/

√

⟨Ê†
i (ti)Êi(ti)⟩. (2.83)

Without loss of generality, the idler-triggered intensity auto-correlation function (Eqn. 2.78)

for t = 0 can then be written as follows

g
(2)
s,s (τ) =

Pssi(τ)R(0)

Psi(0)Psi(τ)
, (2.84)

with Psi(τ) and Pssi(τ) representing the double (signal-idler) and triple (signal-signal-idler) co-

incidence rate, respectively, for infinitely small coincidence windows and ideal detectors without

jitter. We can use the quantum version of the Gaussian moment-factoring theorem [65] to ob-

tain

Psi(τ) = R2
0 +C

2(τ), (2.85)

Pssi(τ) = 2C(0)C(τ)R(τ) +R0 [R
2
0 +R

2(τ) +C2(0) +C2(τ)] . (2.86)

These expressions cannot be simplified further, but their overall behaviour can be understood

quite easily by looking at large and small time delays. For delays larger than the ∆t, all non-

constant terms become zero and the auto-correlation function g
(2)
s,s (τ > ∆t) = 1, independent of

the creation rate. This implies that the coherence time of the photons is on the order of ∆t.

For small time delays around zero, the coherence function becomes [61]

g
(2)
s,s (0) = 2 −

2C4(0)

[R2(0) +C2(0)]
2 . (2.87)

It is clear that if R2(0) ≪ C2(0), or in other words R0 ≪ 1/∆t, then g
(2)
s,s (0) ≈ 0. This result

is intuitively expected as there should not be any triple coincidence events for an ideal photon

pair source.

In an actual experiment it is not possible to measure Psi(τ) or Pssi(τ) directly, however, it

is possible to measure time-averaged rates, which can be approximated as Nsi(τ) or Nssi(τ).

Here, the detections of photons at certain times is extended to time intervals [τ − τc , τ + τc]

with a coincidence window width of 2τc. Additionally, we need to take the detector jitter into

account, limiting the effective resolution to an interval of width 2τd symmetrically around τ .

The resulting functions are convolutions of Psi(τ) (Pssi(τ)) with two (three) detector response
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functions and one (two) coincidence window(s). We can then write the observed functions as

Nsi(τ) ≈
1

2τc
∫

τ+τc

τ−τc
dτ ′P̄si(τ

′), (2.88)

Nssi(τ) ≈
1

(2τc)2 ∫

τc

−τc
dt1∫

τ+τc

τ−τc
dt2P̄ssi(τ), (2.89)

where

P̄si(τ) = ∫ dti∫ dtsu(ti)u(ts − τ)Psi(τ), (2.90)

P̄ssi(τ) = ∫ dti∫ dts1 ∫ dts2u(tI)u(ts1 − τ)u(ts2 − τ)Pssi(τ). (2.91)

Here, u(t) = 1/(2τd) if ∣t∣ ≤ τd, and zero otherwise. The times ti, ts correspond to detection

times of idler and signal. P̄si(τ) and P̄ssi(τ) are the double and triple coincidence rates for

detecting an idler photon at time zero and a signal at τ or signal and idler at time zero and

additional signal at τ , respectively. The time averaged auto-correlation function is now:

g
(2)
s,s (τ) =

Nssi(τ)R0

Nsi(0)Nsi(τ)
. (2.92)

We can see from Eqns. 2.88 and 2.89, that the results for g
(2)
s,s (τ) will strongly depend on the

chosen coincidence window τc. After some further algebra to calculate the convolutions we

find [66]:

g
(2)
s,s (τ) =

⎧⎪⎪⎪
⎨
⎪⎪⎪⎩

∼
1+(R0τc)

−1

(1+(2R0τc)−1)
2 ∣τ ∣ < τc − δt

1 ∣τ ∣ > τc + δt
, (2.93)

with 2δt, the width of a transition region between short and long delays. There is no analytical

solution for the region in between but we can see from Eqn. 2.93 that the figure of merit,

g
(2)
s,s (0), increases linearly with the coincidence window for a constant photon detection rate in

case of R0τc ≪ 1, always fulfilled in our experiments. In reality, we can never reach g
(2)
s,s (0) = 0

due to the finite resolution of the detectors.

2.4.4 Hong-Ou-Mandel interference: indistinguishability

The Hong-Ou-Mandel (HOM) effect is a quantum interference effect that occurs when two

indistinguishable photons overlap on a beam splitter. It was first observed in 1987 by Hong,

Ou and Mandel [67] as a drop in the photon coincidence rate behind a beam splitter dependent

on temporal delay between the two input ports. The indistinguishability of photons is of great

importance in many applications like quantum information, computation or repeaters as it is

the main ingredient of many protocols in those areas.

To model the interference we consider two photons, each in one spatial input mode a and b

of a beam splitter. We can write such a state as

∣Ψin⟩ = âi
†b̂j

†
∣0⟩ = ∣1a; i⟩∣1b; j⟩ = ∣1a,1b⟩ij (2.94)
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|2a, 0biij |1a, 1biji |1a, 1biij |0a, 2biij

Figure 2.17: Four different outcomes of two photons entering a beam splitter (black horizontal line)
from two input ports. The different colours indicate an arbitrary property that makes the two photons
distinguishable. This could be frequency, but also the temporal mode, polarisation or any other degree
of freedom. The + and − indicates the sign in front of the corresponding term in Eqn. 2.97.

where the indices i, j are different values of the same arbitrary property of the photons, making

them distinguishable. This could be either the temporal mode (e.g. arrival time at the beam

splitter), the polarisation (e.g. horizontal or vertical), frequency mode or any other degree of

freedom. An ideal lossless beam splitter with reflectivity η will now unitarily transform the

creation operators as follows:

âi
†
→ ı̇

√
ηâi

†
+
√

1 − ηb̂i
†
, (2.95)

b̂j
†
→

√
1 − ηâj

†
+ ı̇

√
ηb̂j

†
, (2.96)

with the factor ı̇ coming for the phase acquired when reflecting light of a surface. In the special

case of η = 50%, the output state after the balanced beam splitter is

∣Ψout⟩ =
1

√
2
(ı̇âi

†
+ b̂i

†
)

1
√

2
(âj

†
+ ı̇b̂j

†
) ∣0⟩

=
1

2
(ı̇âi

†âj
†
+ âj

†b̂i
†
− âi

†b̂j
†
+ ı̇b̂i

†
b̂j

†
) ∣0⟩. (2.97)

This result leads to the expected four possible outcomes of this experiment as shown in Fig. 2.17.

Let us now consider the two scenarios of completely distinguishable photons, i ≠ j, and

perfectly indistinguishable photons, i = j, and look at the outcomes of Eqn. 2.97. In the first

case, the output state is

∣Ψdis⟩ =
1

2
(ı̇∣2a,0b⟩ij + ∣1a,1b⟩ji − ∣1a,1b⟩ij + ı̇∣0a,2b⟩ij) . (2.98)

In the HOM experiment, we are interested in the coincidence probability PC with respect to the

case without a beam splitter, P0. We can see from Eqn. 2.98, that for distinguishable photons

only the middle terms contribute to the coincidence rate and hence PC = P0/2, the probability

decreases to 50% compared to an experiment without the beam splitter. In the case where

both photons are indistinguishable, the middle terms cancel each other out via non-classical

interference and the output is a two photon NOON state [68]

∣Ψindis⟩ =
ı̇

2
(∣2a,0b⟩ii + ∣0a,2b⟩ii) . (2.99)
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Here, PC = 0 as both photons always go to the same detector, because the amplitudes for both

photons transmitted and both photons reflected cancel each other out.

So far, we only considered the two extreme cases of completely distinguishable and indis-

tinguishable photons. However, it is possible to have partial indistinguishability in the desired

degree of freedom. For example, partial distinguishability in polarisation can be achieved by

changing one photon state from ∣H⟩ →
√
ε ∣H⟩ +

√
1 − ε ∣V ⟩, where 0 < ε < 1. In experiments, it

is more common to change the arrival time of a photon at the beam splitter by introducing a

delay τ between the photons. Assuming the photons have a certain temporal width δt linked to

their frequency bandwidth, it is possible to control τ accordingly and tune the degree of indis-

tinguishability as shown in Fig. 2.18. The coincidence probability is between 0 < PC(τ) < 1/2 for

partially distinguishable photons, where the transition shape crucially depends on the photon

input state, as shown in the following.

To derive the shape of the HOM dip as a function of the delay time τ , we first define the

electric field operators on both ports before (a and b) and after (1 and 2) the beam splitter as

Êa(t) =
1

2π ∫
dωâ(ω)e−ı̇ωt, (2.100)

Êb(t) =
1

2π ∫
dωb̂(ω)e−ı̇ωt, (2.101)

and

Ê1(t) =
1

√
2
[Êa(t) + Êb(t + τ)] , (2.102)

Ê2(t) =
1

√
2
[Êa(t) − Êb(t + τ)] , (2.103)

where τ is the arrival time difference between the two photons. The coincidence rate can then

be expressed as

RC ∝ ∫ dTG
(2)
12 (t, t + T ), (2.104)

with the cross-correlation function

G
(2)
12 (t, t + T ) = ⟨Ψ∣Ê†

1(t)Ê2(t + T )Ê2(t + T )Ê1(t)∣Ψ⟩, (2.105)

We can see that Eqn. 2.105 is defined analogous to Eqn. 2.75, but for different field operators

Ê1 and Ê2. If we substitute Eqn. 2.100 - 2.103 and the state of spontaneous parametric down-

conversion into Eqn. 2.105 we obtain

G
(2)
12 (t, t + T ) = ∣g(T + τ) − g(−T + τ)∣2, (2.106)

with

g(t) = ∫ dωΦ(ω)eı̇ωt, . (2.107)
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(a) (b) (c)

⌧ ⌧

Figure 2.18: Schematic of temporal distinguishability. Two photons of same width δt are delayed by
τ . (a) For τ > δt, the wave packets don’t overlap and the photons are distinguishable. (b) In the
region τ < δt, the two photons are partially indistinguishable (blue region). (c) For perfect overlap,
τ = 0, the photons are maximally indistinguishable.

Here, Φ(ω) is the spectral amplitude function, describing the frequency spectrum of the single

photon state. The coincidence rate now takes on its final version [69]

RC(τ) =
1

2
−

1

2

Re [∫ dω Φ(−ω)Φ(ω)e2ı̇ωτ]

[∫ dω ∣Φ(ω)∣2]
. (2.108)

As pointed out before and proven by Eqn. 2.108, the shape of the HOM dip for partially

overlapping photons crucially depends on the frequency (temporal) shape of the photons. From

here on we will focus on two important cases for Φ(ω) in this thesis: the spectrum of SPDC

and of a multimode OPO.

In the case of unfiltered SPDC, Φ(ω) is given by the phase matching spectrum amplitude

function of the form Φ(ω) =
√

σ
π sinc(σω), with a full width at half maximum (FWHM) of the

sinc2 spectrum at 2.78/σ. The corresponding coincidence rate is an inverse triangular function

with a width 2σ at its base [70]:

RSPDC(τ) =
1

2
×

⎧⎪⎪⎪
⎨
⎪⎪⎪⎩

∣τ ∣/σ ∣τ ∣ ≤ σ

1 else
. (2.109)

The second important case for our experiment is the multi- (single-) mode output of an OPO.

The theoretical predictions follow the calculations for mode-locked biphoton states [69, 71, 72],

where 2N is the number of cavity frequency modes within the phase matching bandwidth with

spacing ωFSR = 2πνFSR and the FWHM of each mode is ∆ω = 2π∆νSP. For a frequency comb,

as emitted by a multimode OPO, the spectrum amplitude function has the form:

Φ(ω) =
N

∑
m=−N

h(ω)f(ω −mωFSR) =
N

∑
m=−N

sinc(σω)

(∆ω/2)
2 + (ω −mωFSR)2

, (2.110)

where h(ω) = sinc(σω) is, again, the phase matching function of the SPDC and the cavity is

modelled as Lorentzian peaks by f(ω) = [(∆ω/2)
2 + (ω −mωFSR)2]

−1
. To obtain the rate RC(τ)
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Figure 2.19: HOM interference dips dependent on time delay for typical experimental parameters:
σ = 4.4 ns, ∆ω = 2π ∗ 1 MHz, ωFSR =

2π
/8 GHz, and 2N = 800 modes. Top: HOM dip revivals with

decreasing visibility (increasing maximum) dependent on the bandwidth of the individual modes as
per Eqn. 2.114. The spacing of the dips is trt/2 = 4 ns. Bottom: Comparison of the dip expected from
the same type II SPDC crystal (blue, dashed) and the central dip of the OPO (red, solid). We can
see that the cavity does not notably change the width of the individual dip. However, the shape gets
altered significantly, especially around the minimum.

given in Eqn. 2.108 we calculate both integrals:

∫ dω ∣Φ(ω)∣2 =
4π

∆ω3

N

∑
m=−N

sinc2(mσωFSR), (2.111)

∫ dω Φ(−ω)Φ(ω)e2ı̇ωτ =
4πe−∆ω∣τ ∣(1 +∆ω∣τ ∣)

∆ω3
(2.112)

×
N

∑
m=−N

sinc2(mσωFSR) cos (2mωFSRτ), (2.113)

in order to obtain an explicit formula for the rate [69]:

RC(τ) =
1

2
−

1

2

⎧⎪⎪⎪⎪⎪⎪⎪
⎨
⎪⎪⎪⎪⎪⎪⎪⎩

e−∆ω∣τ ∣(1 +∆ω∣τ ∣)
N

∑
m=−N

sinc2(mσωFSR)

[
N

∑
m=−N

sinc2(mσωFSR) cos (2mωFSRτ)]

⎫⎪⎪⎪⎪⎪⎪⎪
⎬
⎪⎪⎪⎪⎪⎪⎪⎭

.(2.114)

Both cases, OPO and SPDC, are shown in Fig. 2.19 for typical experimental parameters.

Eqn. 2.114 actually describes not only one single dip, but a pattern of multiple dips with

increasing minimum and a dip revival period of half the round-trip time of the cavity. Intuitively

one would expect a revival period of a full round-trip time as photons that leave the cavity one

round-trip earlier are interacting with photons that leave one round-trip later. The reason for
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Figure 2.20: Feynman-like diagram of the two cases contributing to coincidences in a HOM experiment.
Figure adapted from Ref. [73]. (a) Both photons reflected, (b) both photons transmitted. Spatial input
modes a and b, where a is delayed by τa, interact with a beam splitter (central vertical line). It is
clear that the photons don’t arrive at the same time, but their amplitudes at the detectors D1,2 are
the same (opposite signs) if we introduce a compensation delay τb = 2τa in the transmitted path. We
can therefore observe interference although there is no spatial overlap on the beam splitter.

this discrepancy is that the picture of overlapping wave packets on the beam splitter is not fully

correct. If two photons do not arrive at the beam splitter simultaneously, it is still possible

to compensate for the delay after the beam splitter and therefore erase the path information

carried by the photons, making them indistinguishable again [73]. A conceptual Feynman-like

diagram of the process is shown in Fig. 2.20. Part (a) shows both photons reflected, with the

spatial mode a arriving τa after photon b. In the transmitted case (Fig. 2.20(b)) we now set

a compensation delay for mode b after the beam splitter to be double the delay of a, τb = 2τa.

Then, the reflected and transmitted biphoton amplitudes cancel each other out. Mapping

this to our case: at a photon arrival difference of half a round-trip time at the beam splitter

τa = trt/2, we get a HOM dip from photons with τb = trt compensation delay.

In order to quantify the indistinguishability of two photons, we can define the visibility of

the HOM dip as

V =
Rmax −Rmin

Rmax +Rmin

, (2.115)

with Rmax ≡ RC(∞) and Rmin ≡ RC(0). In HOM interference experiments, the visibility is

usually defined as V = Rmax−Rmin

Rmax
, but in the literature for narrowband SPDC the definition

according to Eqn. 2.115 is more common, e.g. [33]. Using the standard definition would further

increase the obtained values presented in Section 4.2.2. The visibility gives us a good figure of

merit to characterise and compare different photon sources from different architectures.
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[47] Träger, F. Handbook of Lasers and Optics. Springer Handbooks (Springer Berlin Heidel-

berg, 2007), 1st edn.

[48] Collett, M. J. & Gardiner, C. W. Squeezing of intracavity and traveling-wave light fields

produced in parametric amplification. Phys. Rev. A 30, 1386–1391 (1984).

[49] Wu, L.-A., Kimble, H. J., Hall, J. L. & Wu, H. Generation of squeezed states by parametric

down conversion. Phys. Rev. Lett. 57, 2520–2523 (1986).

[50] Breitenbach, G., Schiller, S. & Mlynek, J. Measurement of the quantum states of squeezed

light. Nature 387, 471–475 (1997).

[51] Zhang, Y. et al. Experimental generation of bright two-mode quadrature squeezed light

from a narrow-band nondegenerate optical parametric amplifier. Phys. Rev. A 62, 023813

(2000).

[52] Knill, E., Laflamme, R. & Milburn, G. J. A scheme for efficient quantum computation

with linear optics. Nature 409, 46–52 (2001).

[53] Gisin, N., Ribordy, G., Tittel, W. & Zbinden, H. Quantum cryptography. Rev. Mod. Phys.

74, 145–195 (2002).

[54] Giovannetti, V., Lloyd, S. & Maccone, L. Quantum metrology. Phys. Rev. Lett. 96, 010401

(2006).

[55] Duan, L. M., Lukin, M. D., Cirac, J. I. & Zoller, P. Long-distance quantum communication

with atomic ensembles and linear optics. Nature 414, 413–418 (2001).

[56] Loudon, R. The Quantum Theory of Light (Clarendon Press, Oxford, 1973), 1st edn.

[57] Chuu, C.-S., Yin, G. Y. & Harris, S. E. A miniature ultrabright source of temporally long,

narrowband biphotons. Applied Physics Letters 101, 051108 (2012).

[58] Herzog, U., Scholz, M. & Benson, O. Theory of biphoton generation in a single-resonant

optical parametric oscillator far below threshold. Phys. Rev. A 77, 023826 (2008).

[59] Scholz, M., Koch, L. & Benson, O. Analytical treatment of spectral properties and signal–

idler intensity correlations for a double-resonant optical parametric oscillator far below

threshold. Optics Comm. 282, 3518 – 3523 (2009).

[60] Glauber, R. J. The quantum theory of optical coherence. Phys. Rev. 130, 2529–2539

(1963).

58



[61] Bocquillon, E., Couteau, C., Razavi, M., Laflamme, R. & Weihs, G. Coherence measures

for heralded single-photon sources. Phys. Rev. A 79, 035801 (2009).

[62] Razavi, M. et al. Characterizing heralded single-photon sources with imperfect measure-

ment devices. Journal of Physics B: Atomic, Molecular and Optical Physics 42, 114013

(2009).

[63] Wong, F. N. C., Shapiro, J. H. & Kim, T. Efficient generation of polarization-entangled

photons in a nonlinear crystal. Laser Physics 16, 1517–1524 (2006).

[64] Nielsen, M. A. & Chuang, I. L. Quantum Computation and Quantum Information (Cam-

bridge University Press, New York, NY, USA, 2011), 10th edn.

[65] Shapiro, J. H. & Sun, K.-X. Semiclassical versus quantum behavior in fourth-order inter-

ference. J. Opt. Soc. Am. B 11, 1130–1141 (1994).

[66] Bettelli, S. Comment on “coherence measures for heralded single-photon sources”. Phys.

Rev. A 81, 037801 (2010).

[67] Hong, C. K., Ou, Z. Y. & Mandel, L. Measurement of subpicosecond time intervals between

two photons by interference. Phys. Rev. Lett. 59, 2044–2046 (1987).

[68] Kok, P., Lee, H. & Dowling, J. P. Creation of large-photon-number path entanglement

conditioned on photodetection. Phys. Rev. A 65, 052104 (2002).

[69] Xie, Z. et al. Harnessing high-dimensional hyperentanglement through a biphoton fre-

quency comb. Nat. Photonics 9, 536–542 (2015).

[70] Branczyk, A. Non-classical states of light. Ph.D. thesis, University of Queensland (2010).

[71] Shapiro, J. Coincidence dips and revivals from a type-ii optical parametric amplifier.

In Nonlinear Optics: Materials, Fundamentals and Applications, FC7 (Optical Society of

America, 2002).

[72] Lu, Y. J., Campbell, R. L. & Ou, Z. Y. Mode-locked two-photon states. Phys. Rev. Lett.

91, 163602 (2003).

[73] Pittman, T. B. et al. Can two-photon interference be considered the interference of two

photons? Phys. Rev. Lett. 77, 1917–1920 (1996).

59



60



CHAPTER 3

DESIGN OF A NARROWBAND SINGLE PHOTON

SOURCE

Photons are the ideal carriers for quantum information: they travel at the speed of light,

enabling the fastest communication possible, their interaction with the environment is weak,

resulting in low decoherence, and they allow simple encoding of quantum information in multiple

degrees of freedom, e.g. in polarisation or frequency. The development of optical fibres with

losses < 0.15 dB/km at telecom wavelengths made communication distances ∼ 100 km [1–3]

and most recently up to 300 km [4] possible, fundamentally limited by chromatic and modal

dispersion, scattering and absorption [5]. This is insufficient for the implementation of large

global networks and therefore the original information needs to be restored on a regular basis

via so-called quantum repeaters [6–11]. The repeater can either be a series of high fidelity

gates (> 99%) in an all optical approach [12], or the information is stored locally in a quantum

memory, generally in some type of atomic transitions, purified, and then a new photon is

emitted, carrying the initial information. To build such a network of quantum nodes, we have

to achieve efficient interaction between atoms and single photons. This is not a trivial task

because photons usually have bandwidths 5-6 orders of magnitude larger than the transitions

they are aiming at. Cavity-enhanced SPDC can solve this problem while maintaining high

rates of photon pair creation as discussed in Section 2.3.4. The upcoming sections will present

the design considerations of the optical and the electronic control system in order to build a

narrowband single photon source suitable for quantum memories based on the rubidium (Rb)

D1 transition at 795 nm.

3.1 Optical parametric oscillator design

There are a couple of preliminary decisions to be made in order to build an OPO: which

crystal is suitable for the wavelengths involved and what type of SPDC do we want? Which

design should we use for the cavity: standing wave or ring cavity? How do we compensate

for birefringence and dispersion inside the crystal? Doubly or triply resonant cavity? What

linewidth are we aiming for and how can we obtain it? It is important to answer these questions

in advance with regards to the application of the source. The following sections will be about

the solutions we implemented in our experiment.
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3.1.1 Crystal

The choice of the best suitable nonlinear crystal is crucial for efficient conversion of the pump

light into single photons while simultaneously keeping the cavity losses low. Additionally, the

material should introduce no spatial walk off between the signal and idler beam but allow for

easy separation of the two and the phase matching temperature should be sufficiently over the

dew point of Brisbane, to stop water condensation onto the crystal surfaces.

A crystal that fulfils the requirements is periodically poled potassium titanyl phosphate

(ppKTP) grown in a geometry for type II collinear phase matched SPDC from 397.5 nm to

795 nm. The crystal has a high nonlinearity and low losses due to small absorption at the

conversion wavelength. First order quasi-phase matching is achieve with a poling period ΛQPM =

8.8 µm for SPDC. The FWHM phase matching bandwidth of our 25 mm long crystal is 100 GHz

(see Section 2.3.2), very narrow for SPDC but still orders of magnitude above the atomic

transition in rubidium [13]. Brute-force filtering to a sub-MHz level would reduce the spectral

brightness by a factor > 105.

The collinear emission of the photons eliminates spatial walk-off between the optical fields

involved, making angle tuning largely redundant. However, there will still be a walk-off in the

direction of travel between the orthogonally polarised signal and idler photons due to birefrin-

gence, resulting in some degree of distinguishability. We can estimate the walk-off by looking at

the Sellmeier equations for the ordinary and extraordinary refractive index and calculating the

difference in travel time: for our crystals, the maximal delay is τwalk−off = 7.4 ps, for a photon

pair created at the very beginning of the crystal. This is several orders of magnitude lower

than the expected coherence time of the photons, thus it can be neglected for the distinguisha-

bility measurements. Unfortunately, the effect is significant enough to affect the resonance

condition of the cavity, especially as the delay accumulates with the number of round-trips.

Different schemes to compensate for this birefringence walk-off are presented in Section 3.1.3.

The problem could generally be avoided by using type I SPDC, but deterministic separation of

frequency-degenerate signal and idler is only possible if orthogonally polarised photons (type

II) are split after the leaving the cavity on a polarising beam splitter.

In order to determine the crystal temperature for optimal phase-matching, we measure the

intensity of the inverse process, SHG. A laser beam at 795 nm with roughly the expected spot

size and position calculated for the SPDC process, is coupled backwards into the cavity. To get

a first idea of the approximate phase matching temperature, the SHG output is monitored on

a camera while rapidly changing the crystal temperature. Although the SHG power output is

fairly small, a sensitive CCD camera can detect the converted light. Next, we can tune the tem-

perature to the measured maximum and align a sensitive photodiode to properly characterise

the temperature dependent phase matching envelope. Due to space restrictions of the SPDC

cavity in the experiment, the measurements are performed for the similar – easily accessible –

SHG crystal in our setup. Nevertheless, the full temperature phase-matching range of 1.7 ○C

is the same for both crystals, with the centre temperature for optimal phase matching around

57.3 ○C and 41.4 ○C for SHG and SPDC, respectively, different mainly due to the individual
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approaches in the generation of the poling period but still far above the dew point. Further

details on the control of the temperature can be found in Section 3.3.3 of this chapter.

3.1.2 Cavity parameters

A well-considered cavity design is essential to the conversion efficiency and the linewidth of

the photon pairs. As mentioned previously, the first choice that needs to be made is between

standing wave and ring cavity. Both types have been demonstrated in the field of narrowband

single photon sources, but we decided on using a ring resonator. Ring cavities offer multiple

advantage compared to standing wave resonators: the losses per round-trip from the crystal

and its surfaces are lower, as the light only travels once through the crystal per round trip.

Moreover, there are extra input and output angles for coupling or for distinction between

opposing directions of travel of the light because the mirror surfaces are slightly angled to each

other. This is a big advantage as unwanted photons created by back reflections of the pump

light are spatially separated, with demonstrated path isolations up to 50 dB [14].

There is a variety of ring cavity designs, as discussed in Section 2.1.1, with triangular

and bow-tie structure probably the most prominent. The bow-tie design has several benefits

with regards to mode matching, resonance condition and geometry of the cavity, all linked to

a smaller angle between the incoming and outgoing light beam. A small angle of incident,

present for at least one out of the three mirrors of a triangular cavity, is unfavourable when we

try to achieve simultaneous resonance of different polarisations and wavelengths. Additionally,

having two focuses in the space between the mirrors allows us to use one focus for the crystal

and the second larger focus for mode-matching, enabling the implementation of lenses with

long focal length and increasing the tolerance on the beam size in the coupling process. Lastly,

the physical optical path length of a bow-tie cavity can be fairly long, while still keeping the

overall design compact.

Fig. 3.1 shows a schematic of the cavity-enhanced SPDC setup. The cavity is symmetrical

and consists of four mirrors, two plane (M1,2) and two curved with a radius of curvature of

200 mm (M3,4). All mirrors are dual coated for the pump and single photon wavelengths

with their reflectivities given in Tab. 3.1 below. For completeness of the cavity loss budget and

neglecting the low absorption losses for now, the coatings of the crystal were added. The system

is designed so that the single photons predominantly leave through the partially reflective

outcoupling mirror M2, with only a small portion of the pump field leaking out the same

direction due to the high reflectivity of M2 compared to the incoupling mirror M1 at 397.5 nm.

Table 3.1: OPO mirror reflectivities at 397.5 nm and 795 nm. M1,2 plane, M3,4 plano-concave mirrors.

Coating at 397.5 nm Coating at 795 nm

M1 (Incoupling) PR = 98.0% ± 0.4% HR > 99.9%
M2 (Outcoupling) HR > 99.85% PR = 99.0% ± 0.2%

M3,4 HR > 99.85% HR > 99.9%
Crystal AR < 0.5% AR < 0.2%
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ppKTP
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Figure 3.1: Conceptual scheme of the triply resonant OPO setup. ppKTP, nonlinear crystal; Comp,
birefringence compensating element(s); M1,2,3,4, plane and curved cavity mirrors; PD, photodiode.
The cavity is designed to let single photons and pump light escape through different mirrors, M1 and
M2, respectively. Resonance of signal, idler and pump light is achieved by active stabilisation of the
cavity length and crystal temperature, paired with careful crystal alignment.

The cavity length, curved mirror distance and radius are roughly chosen to optimise the

conversion according to the Boyd-Kleinman criterion [15] for our crystal, ω0,opt =

√
lλ0

2π 2.84 n =

24.6 µm. The cavity has a total length of ∼ 1219 mm, leading to an optimal beam waist for

either 181 mm or 228 mm separation of the two curved mirrors. To avoid effects like thermal

lensing and grey-tracking at very small beam waists with high power and in agreement with the

finding that high efficiency conversion is still given up to twice the Boyd-Kleinman criterion [16],

we chose a mirror spacing of 216 mm leading to a waist size of 37 µm. Fig. 3.2(a) shows the

dependence of the waist between the two curved mirrors as a function of their separation for a

fixed cavity length. The possible positions to fulfil the Boyd-Kleinman criterion are marked in

red and the actual spacing (216 mm) is highlighted in green. The waist size is fairly constant

over a couple of mm around the chosen position, slightly lifting the strict requirements for

positioning of the two curved mirrors.

The spatial beam profile of the cavity mode for the optimised distances between all mirrors

is shown in Fig. 3.2(b). As mentioned before in Section 2.1.2, the two curved mirrors of the

cavity will effectively act as lenses with a focal length equal to half the radius of curvature. This

means that we are expecting two focuses halfway between the mirror pairs M1,2 and M3,4 for our

symmetric cavity. The size of the larger waist between the two plane mirrors is calculated to

be 175 µm, half an order of magnitude higher than the tight focus for the SPDC crystal. This

simplifies the coupling drastically as a small mismatch of the spot size between cavity mode

and incident beam still provides large overlap. Fig. 3.2(b) also demonstrates the self-producing

standing wave that is formed inside the cavity as ω(0mm) = ω(1219mm), the beam waist is of

the same size and wavefront curvature after a physical round-trip.

Another important component of the OPO is indicated as a birefringence compensating

element in Fig. 3.1. We have already found in Section 3.1.1 that the delay of signal and

idler due to birefringence can be neglected for the distinguishability of narrowband photons.

However, in order to stabilise the cavity, doubly or triply resonant, we need to compensate

the effect. There are different approaches to solve this issue, found in all type II setups, using
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Figure 3.2: Cavity length calculations. (a) Beam waist ω0 as a function of the separation between
the curved mirrors for a fixed cavity length of 1219 mm. The red dots indicate the spacing and waist
according to the Boyd-Kleinman criterion, the green dot is the actual spacing chosen in the OPO:
216 mm. (b) Calculated beam profile as a function of distance ω(z) for the actual curved mirror
spacing starting (z = 0 mm) and ending (z = 1219 mm) at the incoupling mirror M1. We can see two
focuses, one used for mode-matching of the incoming light around z = 195 mm and the second inside
the SPDC crystal around z = 804 mm. The dashed vertical lines indicate the positions of the curved
mirrors, effectively acting as lenses.

compensation crystals [17–19], angular and/or temperature tuning [20–22] or in our case a

half-wave plate[23]. Details on these methods are discussed in Section 3.1.3.

Our bow-tie cavity is designed to operate at triple resonance. This requires far lower pump

power compared to the double resonant case and has the major advantage that we do not need

to divide the operational time of the source into two parts: a locking component, where the

cavity length is stabilised and no photons are created, and a production component, where

photon pairs are produced but the length of the cavity can change. Therefore, our source

has 100% duty cycle, meaning that it can probabilistically create single photons at any given

time. We ensure resonance with the pump light at 397.5 nm by adjusting the length of the

cavity. This is achieved through controlling the position of the curved mirror M4 (Fig. 3.1)

which is mounted on a piezo-electric transducer. We derive the error signal for the control loop

from a photodiode combined with a Labview-controlled FPGA system via the PDH method,

introduced in Section 2.2.1. The control electronics and the experimental implementation of the

lock is described in detail in Sections 3.3 and 3.4.2. The compensating element generally only

overlaps the resonances of signal and idler photons, but slight adjustments of the temperature

combined with alignment optimisation of the ppKTP can accomplish triple resonance.

All four mirrors, the holder for the crystal and the compensation element are mounted

on one block of Invar for increased stability. Invar is a nickel-iron alloy with a linear, but

more importantly, exceptionally low expansion over a wide range of temperatures. The high

density and low length change with temperature make Invar the perfect material for a solid

foundation of the cavity, cancelling out low frequency noise and thermal drifts in the laboratory.

Additionally, two boxes made of acrylic are placed over the optical elements of the cavity and

the experimental breadboard, sitting on the edge of the Invar block and the optical table,
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respectively. The effect of the boxes on the temperature stability of the crystal was measured

for three different scenarios: no box, only the small box around the cavity, and both boxes in

place. Tab. 3.2 shows the average actual temperature Tav and the standard deviation σT of the

measurements. More details on the effect of the boxes and the general temperature stabilisation

can be found in Section 3.3.3.

Table 3.2: Temperature control performance dependent on cover box for a set temperature of 41.4 ○C.

No box Box 1 Box 1 & 2

Tav (○C) 41.387 41.388 41.388
σT (mK) 8.2 1.5 < 0.5

In order to roughly estimate a lower bound on the expected linewidth of the OPO, we

calculate the FSR and finesse of the cavity from its length and the specifications of its elements,

respectively. Following Tab. 3.1 and Eqn. 2.3 we can find the cavity gain parameter from

Eqn. 2.4 to be

grt =
√
R3
M1
RM2(1 −Rcr)

2(1 − Pabs) > 0.99, (3.1)

with R, the reflectivities of the mirror or crystal surfaces and Pabs the absorption inside the

crystal, given in Ref. [24]. The result of Eqn. 3.1 leads to a lower limit for the finesse of the OPO

of F = 323. With a physical length of roughly 1219 mm and neglecting birefringence effects for

now, we get a FSR of νFSR = 244 MHz. The corresponding expected linewidth is ∆ν = 755 kHz

at a wavelength of 795 nm, well suited for integration with rubidium-based quantum memories

demanding sub-natural linewidths, such as gradient echo memories (GEM) [25, 26].

3.1.3 Birefringence compensation

In the practical implementation of an OPO for type II SPDC, we find two challenges related to

the frequency and the polarisation of the created photon pair. The first problem is dispersion:

the speed of light inside an optical medium is dependent on the frequency. Fortunately, this

effect is very small in ppKTP and our photons are very narrow in frequency, so we can neglect

this issue. We already briefly discussed the second effect, birefringence, in Section 3.1.1 and

found that the impact on the distinguishability is very small for photons with long coherence

times. However, the effect on the resonance condition is significant and generally needs to be

compensated. This section will discuss two existing methods and introduce a new technique of

compensation, and their effects on the cavity parameters and characterisation measurements.

It is important to mention at this point that the compensation schemes are generally designed

to compensate delays introduced over several round-trips, but as the exact position of pair

creation inside the crystal is random, perfect compensation inside the cavity is not possible.

Furthermore, we still need to adjust the temperature and possibly the alignment of the crystal

in all cases to overlap the down-converted photons with the pump resonance in order to achieve

triple resonance.
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ppKTP

KTP

Figure 3.3: Schematic setup for birefringence compensation via a KTP crystal. For simplicity, only
one polarisation is shown. The KTP is rotated by 90○with respect to the other crystal, switching the
ordinary and extraordinary axis and therefore allows to balance out the delay from the ppKTP. The
compensation crystal should not be periodically poled to avoid stimulated emission.

One way to compensate for the delay is shown in Fig. 3.3. By introducing a second birefrin-

gent crystal with its optical axis rotated by 90○, we can generate the same delay as the ppKTP,

but for the orthogonal polarisation. The rotation switches the refractive indices ne → no and

vice versa and can be implemented by a KTP crystal without periodic poling to avoid phase

matching and therefore stimulated emission. In an ideal case, the compensation crystal has

exactly the same length as the ppKTP. This can be achieved in the manufacturing process by

polishing both crystals end surfaces simultaneously. However, it will still be necessary to use

temperature tuning to perfectly match the length of the cavity for both polarisation. Because

temperature tuning is necessary in any case, we can use different lengths and overlap signal

and idler resonances by setting the KTP temperature accordingly. In our experiments, we first

utilised this technique with a 12.5 mm long KTP crystal for compensation. The additional

crystal causes further losses and decreases the theoretical predictions for the finesse of the cav-

ity to F = 266, the FSR to νFSR = 243 MHz due to the slightly longer cavity and therefore

increases the linewidth to ∆ν = 914 kHz. Furthermore, the small cross section of 1 mm × 2 mm

impedes the mode matching significantly, as the slightest misalignment results in higher losses

due to clipping of the beam and hence increases the linewidth.

An alternative approach is the ”flip-trick” we invented, using a half-wave plate (HWP) at

45○ for compensation. The idea is as follows: a HWP inside the cavity changes the polarisation

from horizontal (H) to vertical (V) and vice versa each round-trip. For now, we will only

consider one polarisation mode, so one photon of the created pair, but all statements apply for

the other photon as well. After being created, the photon is travelling along the ordinary axis

of the crystal. When transversing the HWP, the photon moves orthogonally polarised through

the rest of the cavity, hence, along the extraordinary axis of the crystal. After reaching the

HWP for the second time, the photon gets flipped back to the original polarisation mode.

The accumulated time delay from the first crystal pass is compensated by travelling along

the ordinary optical axis in the second pass. In general, all delays acquired in odd numbers

of round-trips are cancelled out by passing the crystal in the orthogonal polarisation state in
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ppKTP

HWP
Figure 3.4: Compensation method using a HWP at 45○, illustrated for one initial polarisation mode for
clarity. After the photon is created inside the nonlinear crystal in a certain polarisation indicated by
the solid line at the top left corner of the ppKTP, it travels through half the physical cavity length until
it arrives at the HWP. Here, its polarisation gets flipped orthogonally (dashed line) and it transverses
the crystal on a opposite optical axis, introducing a delay compared to the other polarisation mode
(not shown). In a second round-trip the polarisation gets changed again and the formerly introduced
delay is cancelled out, overlapping the resonances for signal and idler. Note: the spatial walk-off is
only introduced for illustration purposes. In the experiment, orthogonal polarisations still travel along
the same optical path.

even round-trips. This process of delay and compensation is repeated until the photon leaves

through the outcoupling mirror (or is lost). Note that the HWP ideally only affects the signal

and idler wavelengths and leaves the pump light unchanged. A simplified scheme of the process

is shown in Fig 3.4, again, we picked only one starting polarisation for clarity.

This HWP ”flip-trick” offers several advantages, but also some minor disadvantages com-

pared to the compensation crystal method introduced before. We effectively double the length

of the cavity for the single photons to two physical round-trips while leaving the pump light

unaffected. Although the individual photons can still leave the cavity through the outcoupling

mirror after any number of round trips, photon pairs are only detected as coincidences at even

number of round-trip differences. After odd differences, one of the photons transverses the

HWP an additional time, resulting in either HH or VV pairs. After the cavity, a polarising

beam splitter deterministically separates orthogonal polarisations, consequently coincidences

on individual detectors are only recorded for HV and VH pairs. In this compensation method,

the outcoupling mirror simply takes the role of an extra source of loss every second round-trip.

Further proof that we actually double the length of the cavity and not only ignore the

output at certain times is found in two different ways, with the corresponding results illustrated

in Fig. 3.5. When scanning the cavity length and monitoring the resonance condition for the

pump and single photon wavelengths on an oscilloscope, we expect the pump light to fulfil

the resonance condition (L = nλ, n ∈ N) twice as often as the down-converted light, if the

cavity length is the same for both frequencies. Instead, we observe single photon resonances in

both polarisations overlapping every pump resonance (Fig. 3.5(a)), demonstrating the different

perimeters of the cavity. A pleasant side effect of this is that the photon pair creation is

enhanced independent of which pump resonance is used for stabilisation (see Section 3.4.2).
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Figure 3.5: Results of the measurements proving the effect of the HWP on the cavity length. (a)
Measurement of the reflected cavity signal as a function of displacement of one mirror. We can clearly
see that the resonance condition is fulfilled simultaneously for all light fields involved in the SPDC
process. Adjacent resonances for the pump light are always overlapping with both polarisations of
the single photons, proving the length variation at different wavelengths. Traces offset vertically for
visibility. (b) Cavity and spectroscopy signal as a function of laser frequency. The peaks in the
spectroscopy signal correspond to hyperfine transitions in 85Rb, with the outermost lines separated
by 362 MHz. With the precise knowledge of the spacing, the distance between neighbouring cavity
resonances (FSR) in red can be calculate: νFSR = 120.9 MHz.

The second way of confirming the new length of the cavity is measuring the distance between

the resonances (= νFSR) directly with respect to a frequency reference. We implement this

measurement by scanning the frequency of the laser and using the light to probe the resonance

condition of the cavity and Doppler-free rubidium D1 transitions. The result is shown in

Fig. 3.5(b). We can find three different spectroscopy lines in rubidium within a scanning range

of about half a GHz. The outermost peaks correspond to S1/2, F = 2 → P1/2, F’ = 2 and

S1/2, F = 2 → P1/2, F’ = 3 transitions in 85Rb, with a spacing of 362 MHz [27]. Calibrating

the horizontal axis with this value results in a spacing of νFSR = 120.9 MHz corresponding to a

cavity length of 2458 mm. This is slightly more than the expected doubling of the perimeter,

but well within the error margins of the single round-trip length measurement.

Another advantage of the HWP is that it does not increase the linewidth of the single

photons, because the HWP itself is (almost) lossless. The additional losses, due to extra

reflections, transversed surfaces and absorption, reduce the finesse to F = 161, half of its original

value without any compensation. However, as the FSR is halved concurrently, we preserve the

original linewidth of ∆ν = 755 kHz.

A drawback of the method is that we lose around half of the brightness (coincidences) to the

HH and VV photon pairs that are not separated at the polarising beam splitter and therefore

not counted as coincidences. It also influences the characterisation measurements, e.g. g
(2)
s,s (0) ,

as the probability of accidental coincidences increases. A solution for this problem could be

switching the polarisation of one of the photons after the cavity, conditioned on the arrival of the

first one. In multimode operation, where the source emits many narrowband modes at different

frequencies, the arrival times of the photons are well-defined and a fast Pockels cell could flip

the polarisation at times when HH or VV pairs are expected. Additionally, implementing
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this method before filtering allows to resolve the issue for the single-mode operation as well.

A more technical problem is that theoretically the HWP should not interact with the pump

frequency, but in practise it causes significant losses in certain circumstances, further discussed

in Section 3.4.2. The effects may be reduced by adjusting the incoming polarisation and careful

aligning the HWP itself, but cannot be balanced out completely.

The last method to compensate for birefringence effects is simple alignment of the pp-

KTP and its temperature. High control over all angular and translational degrees of freedom

paired with high precision temperature control allows to tune small clusters, containing a few

modes, on resonance, while other modes get suppressed. This method is combining birefrin-

gence compensation with an already frequency pre-filtered output. Here, we will focus on the

compensation aspects of the method, while the filtering is discussed in the Section 3.2.2.

In order to successfully implement this method in a triply resonant cavity, the available de-

grees of freedom have to be sufficient to overlap the resonances of all three fields involved, while

offering enough birefringence to keep the number of modes per cluster small. The technique has

been utilised for vastly different wavelengths of signal and idler [21, 28], small cavities of length

similar to the crystal length [22, 29, 30] or a combination of both [31]. These implementations

lead to a large tunability of the difference in FSR by small temperature adjustments within

the phase-matching range. Realising the clustering effect in our setup is fairly challenging as

we generate frequency degenerate photon pairs and our cavity is roughly 50 times larger than

the crystal. A way to introduce enough birefringence and at the same time keep the physical

cavity length at its current value is shown in Fig. 3.6. Signal and idler photons travel collinearly

through the major part of the cavity, but are eventually separated in a beam displacer. One

of the polarisation modes is then sent through a material of high refractive index to introduce

the necessary delay. Afterwards, the photon pair gets recombined on another beam displacer

and both photons propagate further in the same spatial mode.

Although the transmission of the displacers and the delay element is quite high (> 99%

each), the effect on the finesse and subsequently the linewidth is substantial. In case of the

clustering effect, the FSR, finesse and linewidth are different for orthogonal polarisations: we

can calculate a lower bound for the finesse to be FS = 127 and FI = 159, with equal losses for

both polarisations in the displacers. Assuming a cavity length of 1219 mm again, the calculated

FSRs are νFSR,S = 233 MHz and νFSR,I = 236 MHz. Finally, we can estimate the theoretical

linewidths for signal and idler to increase to ∆νS = 1.8 MHz and ∆νI = 1.5 MHz, more than

double compared to the HWP compensation method. The combination of the FSR with the

approximate linewidth was chosen to result in only one dominant frequency mode per cluster

and five clusters in the phase matching envelope. Further details on this method and the

resulting mode structure can be found in Section 3.2.2.

Tab. 3.3 gives a summary of the impact of the compensation method on the FSR, the finesse

and the linewidth of the photon pairs. We can see that the HWP method results in the lowest

linewidth, however, on the expense of the brightness. The clustering effect would result in a

very high coincidence rate per frequency mode, but the achieved linewidth will dramatically
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ppKTP

Displacer Displacer

Delay

Figure 3.6: Schematic cavity setup to implement the clustering effect. In order to keep the OPO
lengthy but still introduce enough birefringence to achieve small clusters, we need to artificially increase
the path length mismatch of the photon pairs. The two polarisation modes, indicated as solid and
dashed red lines, overlap for most of the round-trip but eventually get separated by a beam displacer.
One mode is then delayed and afterwards recombined with its partner on a second displacer. The
remaining path is traversed collinear again.

decrease the storage efficiency when combined with a quantum memory scheme based on sub-

natural linewidths like GEM [25, 26]. All results presented in this thesis will therefore benefit

from the HWP as the compensation method.

Table 3.3: Boundaries of OPO parameters for different compensation methods.

Compensation
FSR (MHz)

Finesse Linewidth (kHz)
method > <

Crystal 243 266 920
HWP 121 161 760

Clustering 233 (236) 127 (159) 1840 (1490)

3.2 Photon pair filtering

In Section 2.3.2 we have calculated the FWHM of the phase matching envelope for the ppKTP

used in the experiments to be 100 GHz. This means that, together with a FSR of ∼ 121 MHz, the

photons leaving the cavity have a spectrum consisting of approximately 800 narrowband modes,

where the central degenerate mode has a creation probability of 0.12%. In order to efficiently

interface the source with an atomic memory, further filtering is necessary to eliminate all

undesired contributions to the spectrum and ideally create a single-mode, narrowband source.

Due to the small spacing of 255 fm in the wavelength between adjacent modes, commercially

available optical filters or Bragg gratings are not suitable for this application. Filters based on

rubidium have decent mode extinction ratios and narrow transparency windows, but suffer from

low throughput ∼ 10% [32, 33]. Optical cavities on the other hand can be designed specifically

for this purpose to have very high transmission > 80% and a likewise small transparency window.

The window is reoccurring with a spacing equal to the FSR, but careful calculations paired
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with flexible cavity length adjustability can lead to a (nearly) single mode output. Another

option is the clustering effect, briefly presented in Section 3.1.3 as a birefringence compensation

method and here revisited as a spectral filter. The next sections present these two options to

create degenerate photon pairs at the rubidium D1 line and calculate the effects on the single

photon spectrum.

3.2.1 Mode-cleaning cavity

For the mode-cleaning (filter) cavity we choose a monolithic, doubly resonant, triangular design.

The cavity is free of birefringent elements and does not need a second focus for easier mode

matching, making the triangular configuration a good choice in this case. The tilt of the in-

and outcoupling mirror with respect to the light path in this architecture allows easy separation

of stabilisation light and single photons. The entire cavity is built out of one monolithic block

of Invar and covered by an acrylic box for maximum temperature stability and protection

against acoustic noise. The two flat mirrors are glued to angled sides at one end of the cavity

and the curved mirror is mounted on a piezo-electric transducer at the other end for length

stabilisation as shown in Fig. 3.7. We choose to stabilise the cavity length to the pump light

at exactly double the frequency of the atomic transition. This allows easy filtering and spatial

separation of the different wavelengths and enables continuous operation of the cavity, however,

on the expense that only every second resonance of the pump light will allow transmission of

the single photons.

The two light fields are coupled into the cavity through the flat angled mirrors from op-

posite sides. The counter-propagating travel directions inside the cavity further simplify the

distinction between the single photons and the stabilisation light. The cavity length is con-

trolled via the PDH technique by a Labview-driven FPGA (see Section 3.3.1), compensating

length changes of the cavity with respect to a laser reference by adjusting the position of a

piezo-mounted mirror. Due to the large angle of incident close to 45○ for the light approaching

the in- and outcoupling mirrors, double resonance is not automatically achieved and might

change due to temperature fluctuations of the room on a daily basis. We overcome this issue

by active temperature control of the incoupling mirror (M1 in Fig. 3.7) with three miniature

Peltier elements glued directly onto the edge of the mirror. The capability to heat and cool the

mirror provides the necessary second degree of freedom (apart from the length adjustment) to

achieve double resonance.

Another effect of the angle between the mirrors is that the high-reflective coating varies

significantly for orthogonal polarisations. This results in different finesses and linewidths of

the cavity and subsequently changes the filtering capabilities drastically. The calculated and

measured characteristic parameters of the mode-cleaning cavity for orthogonal polarisations

are summarised in Tab. 3.4. The radius of curvature of the mirror combined with the length

of the cavity determines the beam waist, important for mode matching of the incoming single

photons. The FSR is the same for horizontal (H) and vertical (V) polarisation modes within the

measurement accuracy. It is determined using rubidium transitions to calibrate the oscilloscope
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Figure 3.7: Schematic design of the doubly resonant mode-cleaning (MC) cavity out of Invar with
simplified optical paths. HWP, half-wave plate; Filter, narrowband filter for 795 nm; M1,2, plane
in-/outcoupling mirrors; P, Peltier elements; M3, curved mirror mounted on piezo-electric transducer;
PD1,2, photo detectors; DM, dichroic mirror. The single photons are coupled into the cavity, while the
cavity length is kept resonant with the blue (stabilisation) light at double the frequency. The error
signal is generated by the stabilisation light, coupled backwards into the cavity, from PD2 via the
PDH method. The extra degree of freedom to control double resonance of the cavity is introduced by
temperature tuning the incoupling mirror through three Peltier elements. The counter-propagating
directions of travel automatically distinguish the stabilisation and single photon paths before, inside
and after the cavity. A filter prior to the cavity suppresses backwards coupling of the blue light into
the optical path of the photons while the dichroic mirror after the cavity allows to spatially overlap
the stabilisation light to the single photon path. The monolithic design together with the acrylic box
(with holes cut out for the optical paths) offers high temperature stability.

and averaged over multiple FSRs, similar to Fig. 3.5(b). The linewidth is characterised in

the same way and describes the FWHM of the Lorentzian-shaped resonance. The finesse

is calculated using F = νFSR/∆ν and standard error propagation. From the finesse, we can

determine the round-trip gain and further the losses inside the cavity to be 9.3% and 1.1% per

round-trip for H and V polarisation, respectively. This is matching the theoretical calculations

from the specifications of the three mirrors (9.4% and 1.1%) very well, confirming that there

are no unaccounted sources of loss inside the cavity.

As the MC cavity solely accomplishes filtering of the photon pairs and does not affect

their spectral width, the figure of merit here is the transmission on resonance. The cavity

is outperforming filters based on rubidium [32, 33] by almost an order of magnitude on this

important parameter. Assuming the photon linewidth is narrower than the cavity resonance

(fulfilled in our case), the theoretically expected values for the throughput from Eqn. 2.8 are

95% and 60%, both around 15% higher than the measured value in Tab. 3.4. This discrepancy

arrises from additional losses on extra surfaces outside the cavity and, most importantly, the

mode mismatch between the incoming light and the cavity mode. This mismatch leads to
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Table 3.4: Mode-cleaning cavity parameters with uncertainties.

Parameter (unit) H polarisation V polarisation

Radius of curvature of M3 (mm) 250
Beam waist ω0 (µm) 161
FSR νFSR (MHz) 766 (2)
Round-trip length (mm) 391.5 (1.2)
Linewidth ∆ν (MHz) 11.9 (0.4) 1.35 (0.11)
Finesse F 64 (2) 566 (45)
Round-trip loss (%) 9.3 (0.3) 1.10 (0.08)
Transmission on resonance (%) 80 (1) 46 (1)

coupling into higher order spatial modes of the cavity that are not supported when kept on

resonance with the fundamental Gaussian mode, subsequently filtered out and causing the

observed extra loss.

The calculated effect of the mode-cleaning cavity on the single photon spectrum for or-

thogonal incoming polarisation modes is shown in Fig. 3.8. There is a trade-off between the

number of modes from the single photon spectrum after filtering and the throughput. If we

chose the narrow V resonance, about 50% of the incoming signal is lost, but the mode spectrum

shows only one dominant mode and a few small contributions after the cavity (Fig. 3.8(a)). On

the other hand, high transmission around 80% is achieved for the H polarisation, but on the

expense of five significant clusters in the spectrum as illustrated in Fig. 3.8(b). This requires

an additional filtering step, further reducing the brightness and adding more complexity to

the setup. As the incident polarisation mode can be modified via a 3-paddle fibre polarisation

controller, a polarising beam splitter and a HWP, almost effortless transformation of any in-

coming polarisation to pass the cavity vertically polarised is possible. This section showed that

a carefully designed MC cavity can achieve very high suppression of a factor (ratio of unfiltered

to filtered mode spectrum) of 360 for non-degenerate frequency modes. The throughput of

about half of the photons at the desired frequency, restricted by fundamental and experimental

coupling limitations, is still significantly outperforming other filtering systems.

3.2.2 Clustering effect

Filtering the OPO output spectrum via the clustering effect is a fairly new technique that

exploits the birefringence of the nonlinear crystal inside the cavity. By introducing a signifi-

cant difference in the FSR of the two orthogonal polarisations, only small clusters of frequency

modes are simultaneously resonant. As modes where merely one polarisation is resonant are

suppressed, the output spectrum consist of only a few frequencies with their brightness sig-

nificantly enhanced. As mentioned in Section 3.1.3, the method is usually implemented in

short [22, 29, 30] or highly non-degenerate OPOs [21, 28], or a combination of the both [31]. In

our experiment, the natural birefringence introduced by the nonlinear crystal leads to a very low

mismatch ∆νFSR = 122 kHz on a FSR of νFSR = 244 MHz at the degenerate mode, resonant with

the rubidium D1 line (795 nm). Additionally, temperature and angular tuning are generally not
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Figure 3.8: Expected single photon spectrum after filtering by the MC cavity. Original phase match-
ing envelope in black. (a) Spectral filtering using the narrowband resonance for vertically polarised
photons. The spectrum shows the dominant mode at ν0 with all other modes in the phase matching
envelope of the PDC significantly suppressed. (b) Broadband filtering utilising the horizontal polari-
sation mode. We still see elimination of the majority of the 800 modes, but the extinction performance
is poorer than in (a), resulting in the necessity of an extra filtering step.

sufficient to accomplish triple resonance: the crystal dimensions of 1 mm × 2 mm × 25 mm pro-

hibit big changes in the angles of the incoming light and the crystal length only accounts for

a small fraction of the total cavity length, allowing very little temperature tuning of the reso-

nances within the phase matching envelope. Assuming achievability of the resonance condition

for the moment, the spectrum still consists of one cluster with > 10 modes of considerable

contribution as illustrated in Fig. 3.9(a). Although the suppression factor is around 45, using

only the natural birefringence is infeasible for our OPO and still requires an extra filtering step,

disadvantageous for the brightness.

Alternatively, we can implement an OPO as shown in Fig. 3.6. Two barium borate (α−BBO)

beam displacers separate the orthogonal polarisations by ∼ 2.7 mm, enough space to introduce

an extra BBO crystal in one of the arms without affecting the other. The extra temporal delay

added to the path increases the FSR mismatch to ∆νFSR = 3.7 MHz. The BBO crystals are

chosen because of their high refractive indices and reasonable losses below 1% per element. The

extra loss increases the linewidths of the single photons to ∆νS = 1.8 MHz and ∆νS = 1.5 MHz,

however, this is still well below the FSR mismatch as desired to obtain single-mode clusters.

The spectrum of an OPO in this configuration consists of three main clusters consisting of one

dominant mode each, shown in Fig. 3.9(b). The frequency output is generated directly by the

cavity without further filtering and thus achieves ultrahigh brightness. The suppression factor

is 140, around 60% below the value of the narrow MC cavity filter.

The main advantages of the clustering effect, high photon creation rates and minimal spec-

tral filtering without compromising the single photon linewidth, cannot be achieved in our

current cavity design. Preliminary tests have shown the feasibility of the challenging cavity

alignment procedure with the extra optical elements, especially the reliable recombination of

the photon pair. The added optical components provide new controllable degrees of freedom
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(a) Natural birefringence

Figure 3.9: Expected single photon spectrum for different implementations of the clustering effect.
Original phase matching envelope in black. (a) Zoom into the spectrum produced by the clustering
effect from the SPDC crystal. The birefringence from the nonlinear crystal itself leads to only one
cluster, but it includes several modes due to the small mismatch in FSR compared to the linewidth of
the photons, requiring an extra filtering step. (b) Additional birefringence elements increase the FSR
mismatch to 3.7 MHz, resulting in seven major, (almost) single mode clusters.

(temperature, angle) to achieve triple resonance, making this technique a promising project for

future implementation in the experiment.

3.3 Electronics and control

So far, we have mainly discussed the optical elements and aspects of the setup to build an OPO

and filter its output spectrum. An important part of the actual experiment generally tends to

be forgotten: electronic components. They are the essential building blocks of all the control

we have over the optical system, allow for probing and characterisation of optics and enable

real-time evaluation of the recorded data. Considerate choices for each component need to be

made to ensure smooth operation of the experimental apparatus.

This and the next section will discuss the soft- and hardware necessary to build the control

loops, focussing on three different systems for control in place in our experiment: very power-

ful field-programmable gate arrays for cavity stabilisation circuits (Section 3.3.1), temperature

controllers for crystals (Section 3.3.3) and frequency stabilisation for laser and cavities (Sec-

tion 3.4). We will further introduce the software, an easy-modifiable code written in Labview,

in place to control large parts of the experiment in Section 3.3.2.

3.3.1 Field-programmable gate array

A field-programmable gate array (FPGA) is an integrated circuit which can be arbitrarily

reconfigured by the customer for many different applications ”in the field”, hence the name.

There are many books for people new to the field, e.g. [34, 35], and for advanced users [36, 37].

Easy reconfigurability, low energy cost and increased complexity are the main reasons for the

success of this technology over the last decade. A large variety of applications, including signal
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processing, medical imaging, cryptography, computer hardware emulation and many more, are

based on FPGAs. Their core consists of a number of logic blocks aligned in an array. The blocks

can be rewired in different arrangements, usually by a combination of routing channels and I/O

pads, to perform simple or complex calculations, so-called gates. The array usually includes

some type of memory elements, like flip-flops and RAM, and oscillators for high precision clock

generation, e.g. quartz-crystals. Especially the clock signal is crucial to synchronise the circuits.

Modern FPGAs have further capabilities, for example common functions, hard-coded into the

chip for increased processing speed and reduced required area.

In our experiment, we use FPGAs combined with frequency controllers, external clock

generators and digital-to-analogue converters (DAC), all in one chassis by National Instruments

(NI). This allows the creation of custom systems with onboard processing with the Labview

software (also by NI). The FPGA fulfils the task of the necessary link between the incoming

(outgoing) signals from (to) the setup and the control software. The control system is designed

according to Ref. [38], allowing for eight frequency stabilisation loops simultaneously. This

provides us with a high amount of flexibility to further expand the experiment if necessary.

Using all components by the same manufacturer supports easy and efficient mapping of the

code onto the FPGA circuit.

A simplified schematic of the physical system and the required hardware to implement PDH

locking can be found in Fig. 3.10. The user interacts with the FPGA via a real time controller.

The signal from a frequency generator regulated by the FPGA is divided in two parts, where

one is sent to a clock to generate the modulation frequency for the sidebands and the other one

is used to demodulate the AC signal derived from the reference system. The reference itself

produces two signals: a slowly varying DC signal of a transition in an atomic vapour or a cavity

resonance, and a fast AC signal containing the information from the sideband modulation that

can be used to derive the error signal. Both are digitised and fed back to the FPGA, which

then creates a control signal using a PII2 control algorithm to stabilise the desired system. PII2

have certain advantages over PID controllers, discussed e.g. in [39], however, as we do not use

the I2 part in our experiments (see Section 3.3.2), the theoretical treatment in Section 2.2.3 is

sufficient.

Fig. 3.10 illustrates the importance of the FPGA as the heart of the implementation of the

stabilisation loops, interconnecting all its aspects: it controls the sideband frequency generation,

demodulates the error signal, monitors the resonance or atomic transition, and creates the

control signal to eliminate deviations from the reference. Additionally, we can faithfully create

noise signals at every frequency below half the clock frequency at 80 MHz (defined in an

adaptable look-up table) to disturb the lock and analyse its performance in different regimes.

With this hardware part in mind, we can now look at the software that controls the FPGA.

3.3.2 Control software

The code to control the FPGA was written by our collaborators at the Australian National

University and published in Ref. [38]. It was developed in the 32 bit version of Labview
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Figure 3.10: Schematic design of the system controlled by the FPGA, adapted from [38]. Electric
connections in black, optical paths in red. User, User interface; FPGA, field-programmable gate
array card; FG, frequency generator; RT, real time controller; ADC, analogue-to-digital converter;
DAC, digital-to-analogue converter; Clock, clock signal generator; EOM, electro-optical modulator;
Ref./Ext. system, reference and external system; Experiment, remaining experiment. The user con-
trols the FPGA via the RT. The FG generates the sideband frequency, modulated onto the light by an
EOM and also used for demodulation of the fast AC signal coming from the reference system (cavity,
spectroscopy). The DC signal determines whether the lock is successful and, dependent on the answer,
switches between a scan and a lock mode. The FPGA uses the information from the AC and DC
signal (digitised by the ADC) to create a control signal that is fed back to adjust the reference or an
external system, dependent on the application.

2010 and therefore needs this version, or newer, to work. Labview allows easy modification

and extension of the existing code to the needs of the user, without extended knowledge of

programming languages. The control software is based on the PDH locking technique and uses

an adjustable proportional, integral and squared integral (PII2) algorithm for stabilisation. As

previously mentioned, the code includes a noise generator to test the performance of the lock

and a sequential locking logic for multiple consecutive stabilisation loops. This section will

present how the software operates and briefly discuss known problems of the code.

The control software manages two different loops simultaneously: a fast loop is capable of

handling high frequencies up to 40 MHz involved in the sideband modulation and error signal

derivation, while a slow loop regulates signals below 750 kHz like cavity scans and control

signals. Fig. 3.11 illustrates the two regimes of operation and how they are connected. The

code is capable of eliminating noise at frequencies within the slow loop regime, as this is where

the control signal is generated. However, in our case this limitation is negligible because the

main noise sources have low frequencies below 100 kHz. The system works as follows: the

AC signal from the reference system is mixed down at the sideband modulation frequency in

the fast loop. The resulting PDH error signal (see Section 2.2.1) is filtered and fed forward to

the slow loop. Here, the reference DC signal is analysed and compared to the lock and scan

threshold. Dependent on the DC value, the control system is either scanned past the resonance,

using a sawtooth function, or stabilised to it, utilising the PII2 control. When in the AutoLock
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Figure 3.11: Loops of the Labview control software. The AC signal is mixed down at the modulation
frequency and then filtered to derive the PDH error signal in the fast loop. The slow loop compares
the current value of the DC signal with a scan and lock threshold. A value below the lock threshold
activates the lock mode that uses the error signal to stabilise the system to control. If the value rises
above the scan threshold, the slow loop moves to scan mode using a sawtooth function until the DC
value drops below the lock threshold again.

setting, the control system will move from scan to lock mode when the DC value is below the

lock threshold and vice versa when above the scan threshold.

Before running the code for the first time, a couple of checks have to be performed to make

sure all elements operate according to their specifications. Most of these preliminary tests are

related to correct names and addresses of all the devices and cards involved, with the desired

information found in the Measurement and Automation Explorer (MAX) coming with Labview.

Incorrect wiring or naming of any element in the code produces an error message and a log file,

indicating the position and cause of the fault.

The control software has an integrated oscilloscope to monitor the AC and DC signal, the

sawtooth scan and a forth port that can be configured by the user. All signals have separate

multipliers and offsets to manipulate their representation as desired and are triggered to the

sawtooth scanning signal. The code is capable of subsequently controlling eight different locks

and all can be monitored individually on the oscilloscope. Problems with the oscilloscope are

usually resolved by adjusting the acquisition rate or increasing the time out period, as discussed

later in the section.

An example of the actual stabilisation control interface is given in Fig. 3.12. Throughout

the whole program, bitshifts (BS) are coded into the software at various places, introducing

multipliers (2n) for fast value changes or to avoid saturation. The Signal column controls the

fast loop, creating the modulation frequency, adjusting the demodulation phase and introducing

an additional offset to the error signal if necessary. The modulation frequency has to be chosen

according to the application. In our case, the lock to the rubidium spectroscopy uses sidebands

around 1 MHz, limited by the bandwidth of the detectors in place. The cavity stabilisation

loops have faster detectors, capable of recording the chosen 12.5 MHz modulation frequency.

The strength of the modulation output signal can also be varied and is limited to ±1 V (not

shown in the figure). In order to achieve optimal stabilisation performance, the demodulation

phase needs to be adjusted to maximise the error signal. The exact phase of the maximum

can be hard to find, but a practical way around this issue is to set the phase so that the error
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Fast
loop

Slow
loop

Figure 3.12: Example for Labview lock control interface. The elements in the dashed rectangle in the
top left corner control the fast loop: sideband modulation frequency, demodulation phase and possible
offset for the error signal. It also contains the on/off switch for the sawtooth scan. The lower central
column manages the parameters for this scan while the gains for the PPI2 stabilisation algorithm can
be changed in the top part. Finally, the right column sets the values for the scan and lock mode
thresholds. Further details can be found in the text of Section 3.3.2.

signal vanishes completely and add 90○, as minima and maxima are separated by π/2 due to

the sinusoidal function used to create the sidebands. The demodulation phase may change

between subsequent runs of the code, so this optimisation is performed each time the program

is started.

The P, I and I2 gain values can be adjusted in the top part of the Controller cluster, with

an additional button to inverse the gain for convenience. The values need to be optimised for

each lock separately using the Ziegler-Nichols (ZM) method introduced in Section 2.2.3. In

general, the I2 part of the algorithm is omitted as it introduces instabilities in most of our

stabilisation circuits. At the beginning, the P and I gains are set to very low values to avoid

oscillations that could cause the lock to become unstable instantaneously. We then slowly

increase the P gain until oscillations become visible and set the value to roughly 2/3 of that

critical gain. Activating the DC Invert button should now result in the lock becoming more

unstable, but if not, the switch needs to be set correctly. The same procedure is repeated for

the I gain and alternating adjustments of P and I values are performed until a steady state is

reached where the gains stop changing. In the original ZM method, the values are meant to be

around half of the critical gain, but empirical investigations showed smaller residual deviations

from the set point and higher robustness of the lock when using the factor 2/3.
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All parameters for the sawtooth scan (slow loop), amplitude, offset and frequency (function

of step size times BS), can be changed in the lower part of the Controller column. The output

for the scan is enabled via the Scan button and has a maximum range of ±10 V. Of the five

switches at the bottom of the Controller column only two are of importance in our case: First,

AutoLock, as mentioned before, turns the self-stabilisation loop on and off. Second, in the

case of the rubidium spectroscopy lock, the DC signal as shown in Fig. 3.11 is upside-down. As

the software is designed to minimise the DC signal (e.g. minimal reflectivity from a cavity), a

signal inverter is coded into the program for such cases, activated by the DC invert switch.

Finally, the Threshold Inputs cluster on the right of Fig. 3.12 sets the proportionality

factors for the threshold of the scan (Scan Times) and lock (Lock Times), with Scan

Times ≤ Lock Times. The maximum, minimum and current values of the DC signal are

shown in the Threshold OP tab. The actual values for the thresholds depend on the pre-

factor 2−n and the measured maximum and minimum DC values:

Ts = DCmin + Scan Times × 2−n × (DCmax −DCmin), (3.2)

Tl = DCmin +Lock Times × 2−n × (DCmax −DCmin). (3.3)

Hence, the scaling values usually stay the same, independent of the DC signal strength but may

vary between different locks. Higher values of the fractions result in a narrower range where

the system is considered to be locked (”tighter” lock) and avoid stabilisation to any resonance

aside from the main one. When activating the AutoLock switch, the system will perform one

full scan to determine the minimum and maximum of the DC signal before trying to regulate.

A common problem of the system refusing to go into lock mode is the demodulation phase

being 180○ out of phase. Switching on the Invert Gains button solves the problem without

the need to change the phase or P and I gains. Further information on lock optimisation and

trouble shooting can be found in Ref. [38].

Similar to any other type of software, the Labview-based control code suffers from a small

number of known (and unknown) bugs listed below with their most likely solutions in brackets:

• Additional noise on error signals due to triggering failures from the frequency generator

to the ADC (Restart Labview server, FPGA).

• Real time controller time-outs can cause the FPGA to be unresponsive to changes made

in the user interface (Restart Labview server, FPGA).

• Clock generation issues can stop the FPGA from sending out the modulation signal (Reset

clock or restart Labview server, FPGA).

• Scope triggering incorrectly / errors out (Change acquisition rate / increase time-out).

• Code not compiling due to lack of memory in FPGA (Delete unused code).

• Scan amplitude changes in 107 mV steps (Cannot be resolved, but step size was adjusted).

• Demodulation does not work properly (Change phase by 360○ up or down)
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Figure 3.13: 3D model of the crystal mount. The TEC is thermally connected to the copper crystal
holder on one side and the aluminium heat sink on the other. The translation stage guarantees full
control over the crystal alignment when mounted in the cavity. The optical path of the laser through
the crystal is perpendicular to the front surface of the crystal holder.

3.3.3 Temperature stabilisation

In order to achieve optimal phase matching for the SHG and SPDC process while keeping the

cavity on resonance with the fields involved, a high degree of temperature control is necessary.

The heart of the temperature stabilisation is a thermoelectric cooler (TEC), also known as

Peltier element, regulated by a temperature controller. TECs use electrical energy to transfer

heat from one (target) side of the device to the other, dependent on the direction of current

flowing through them. Therefore, they can be used for heating and cooling of devices mounted,

often glued, onto them. As the TEC only transfers but does not create heat, one side of the

element becomes colder while the other side heats up. The increase or decrease of the target

temperature needs to be compensated by a heat sink on the other side to keep the device from

overheating/freezing.

Our nonlinear crystals are mounted in custom-designed holders out of copper, thermally

glued onto a Peltier element for optimal heat transfer. The other side of the TEC is connected

to a large aluminium heat sink placed on a 5-axis translation stage for control over all degrees

of freedom of the crystal alignment. The stage itself is attached from underneath to the cavity

through cut-outs, in order to protect the integrity of the Invar block. Fig. 3.13 shows a 3D

drawing of the whole mount, including the electric wires to control the TEC.

All temperature controllers in the setup are model LFI-3751 by Wavelength Electronics,

specified to a temperature stability < 2 mK. It is a high precision PID controller with a maximal

output current of ±5 A and a maximum output power of 40 W. The device is preconfigured to

operate with a TCS-610 thermistor and converts the measured resistance into temperature via

the Steinhart-Hart equation [40]. An addressable RS-232 interface allows cascading of multiple

controllers and remote access. The provided command and response packet structure simplifies

controlling, monitoring and data taking via our own software, programmed in Linux.
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Figure 3.14: Temperature controller characterisation. (a) Measured PID response starting at room
temperature. The set temperature is reached and stabilised after around 10 minutes. (b) Effect of
open setup (left), one box (centre) and double enclosure (right) on the temperature fluctuations. The
first box around the cavity eliminates a vast majority of the fluctuations. After closing the second
box around the entire setup the fluctuations are below the measurable accuracy level.

We characterise the performance of the PID algorithm by first thermalising the mount

with the environment and then record the actual temperature as a function of time when

the controller output is activated. The response function is shown in Fig. 3.14(a). The plot

exhibits almost textbook-like behaviour: fast approach to the set temperature of 41.4○C, only

overshooting once and no oscillations. In order to evaluate the achieved temperature stability,

the standard deviation σT of the measured temperature is calculated for 170 data points over

six minutes. Dependent on the demand of accessibility, the OPO can be operated in different

stability regimes with a variable amount of boxes enclosing the setup: when working on the

alignment of the cavity, no cover boxes can be used as they would restrict the access to the

mirrors. For the delicate adjustment of the crystal orientation we can install one acrylic box

over the cavity and make all necessary changes to the translation stage from the outside.

Finally, in the case of data taking, a second box encloses the breadboard carrying the whole

setup to avoid short term thermal drifts caused by air currents from people walking through

the laboratory or the air conditioning system. The influence of the boxes on the temperature

deviation is illustrated in Fig. 3.14(b). Without additional protection from sudden air currents

the temperature fluctuations are high, with σT = 8.2 mK. This might not sound significant, but

the FWHM of the triple resonance of the OPO is on the same order (∼ 10 mK). Therefore, the

OPO cannot be operated emitting a constant rate of photons at triple resonance without extra

thermal insulation form the environment. The doubly boxed system on the other hand exhibits

very high temperature stability with σT < 0.5 mK, half of the smallest measurable temperature

change. This is more than an order of magnitude below the uncovered performance and, in

principle, allows constant operation on top of the narrow triple resonance.

Unfortunately, good temperature stability alone is not sufficient to ensure the triple reso-

nance condition is fulfilled at all times. A second criterion is the difference between the actual

(Tact) and the set temperature (Tset), combined with their fluent tunability. This represents
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Figure 3.15: Step size dependent on Tset. The threshold for the controller to react to a change in
the actual temperature increases with the set temperature until a maximum is reached. At higher
values the regulator behaves as expected, where (almost) every change in the input is followed by a
corresponding change in the output. Threshold and step sizes depend significantly on whether Tset is
(a) increased or (b) decreased and are roughly dTset(59.8○C) = 140 mK and dTset(44.2○C) = 70 mK,
respectively.

the main problem in our experiment as it requires a high resolution analogue-to-digital con-

verter inside the temperature controller. It turns out that, although the device can measure

and set the temperature on a mK scale, it does not necessarily change the output according to

every change in Tset. We performed excessive testing on multiple devices to characterise the

”step size”, the amount of change (dTset) in the set temperature to cause a measurable change

in Tact by the controllers. The step size hugely depends on the specific set temperature and

the direction from which this temperature is approached. It ranges from the expected 10 mK,

meaning a change in Tact for every change in Tset in this experiment, up to 140 mK, implying

the controller only starts regulating after 14 changes in Tset. The effect is observed in all de-

vices and exemplified in Fig 3.15 for increasing and decreasing temperature changes. The plots

show an abnormal operation behaviour, with a continuous increase in step size to roughly 44○C

and 60○C for negative and positive change of Tset, respectively. The exact reason for this phe-

nomenon and its large hysteresis is unknown and could not be resolved with the manufacturer.

A temporary solution to the issue is to slightly angle tune the crystal to triple resonance, caus-

ing phase-matching imperfections, collection path misalignment and subsequently decreasing

the brightness. For future experiments, the controllers should be replaced with a custom-made

stabilisation system to avoid this problem.

3.4 Frequency stabilisation

Frequency stabilisation is crucial to ensure the compatibility of the single photon source with

the atomic transition in frequency and linewidth. In our setup, there are multiple intercon-

nected frequency stabilisation loops in place, all utilising the PDH technique and PID stabil-

isation algorithms introduced in Section 2.2. The laser frequency is locked to the length of

the SHG cavity, which itself is controlled to be on resonance with the rubidium D1 transition
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at 794.979 nm (377.107 THz) in vacuum [13]. The cascade structure ensures that the pump

light created for the OPO has a narrow linewidth from the cavity as well as a frequency that

is exactly half of the desired single photon frequency governed by the atomic lock. The SPDC

cavity is stabilised to the incoming pump light, with the broad envelope of the down-conversion

spectrum precisely centred around the degenerate cavity mode at the atomic line. The final

step to achieve narrowband single-mode operation of the quantum source is the MC cavity,

likewise resonant with the pump light as presented in Section 3.2.1. This last step is more

for the purpose of frequency selection than actual stabilisation, but will still be included in

this section. Here, we will describe the individual systems and the implementation of their

stabilisation loops, while Section 3.6 gives and overview of their connections.

3.4.1 Laser

The main light source of the experiment is an amplified diode laser model TA Pro by Toptica.

The emission has a typical grating-stabilised linewidth ∼ 100 kHz and is tunable from 780 to

800 nm, covering the D1 and D2 transition line in rubidium. The laser diode is set up in a

Littrow configuration (see e.g. Ref. [41, 42]), where a grating is reflecting back a small amount

of the emission spectrum into the diode, forcing it to emit at a single narrow frequency. The

laser offers two fibre-coupled output channels: the master port is emitting around 15-20 mW

of light directly from the diode, used to probe the absolute frequency reference. The slave port

is enhanced by a tapered amplifier chip to a maximum of 2 W before being coupled into an

optical fibre and sent to the experiment.

The system allows full control over current and temperature of the diode as well as the

external grating alignment via a piezo-electric transducer to tune the output frequency as

desired. The temperature and current of the amplifier chip has to be changed according to

the input wavelength coming from the diode in order to achieve optimal amplification of the

output mode. All control electronics come in individual modules combined in a single rack to

simplify the replacement of faulty components. We have purchased the laser system with an

additional Digilock 110 locking module, allowing the implementation of scans, PID controllers

and frequency modulation together with a graphical user interface, described in the following

paragraphs.

The software interface, shown in Fig. 3.16 with the transmission resonance and the pre-

filtered error signal derived from the SHG cavity, offers a variety of options for monitoring,

analysing and simulation of the locking performance. The sinusoidal modulation to derive the

error signal has a tunable frequency between 17 Hz – 25 MHz in steps of approximately factor

two, with a maximal amplitude of 2 V. The regulator bandwidth of the controller is ∼ 10 MHz,

hence, we chose a modulation frequency of 12.5 MHz for a steep slope of the error signal and

largest possible bandwidth. The signal is driving a resonant EOM to modulate the sidebands

onto the carrier laser frequency for the PDH lock, avoiding the necessity to modulate the current

of the laser diode. The resonant configuration has the advantage that we can use the signal

generated by the Digilock without additional amplifiers that could introduce noise, but on the
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Figure 3.16: Digilock user interface. The upper half of the screen is used for control, simulation and
analysis of the PID locks. The lower part is displaying the cavity resonance in yellow, including the
sidebands to both sides, and the corresponding PDH error signal in red. For further details see the
description in the text.

expense of reduced tunability. The user interface is equiped with an algorithm to automatically

adjust the demodulation phase of the local oscillator to match the derivative of the spectrum

signal, but can also be changed manually for fine tuning. The phase is adjusted correctly, if

a large, symmetric error signal is visible on the display and a positive slope of the centre of

the error signal corresponds to an increase in frequency. Once the correct phase is found, the

system can be stabilised to optimise the PID values.

The scan function allows to implement different signal types and adjustment for their fre-

quency and amplitude. The signal is applied to the current controller and usually set to a

triangular function at 20 Hz, with the magnitude (range) dependent on the application. Large

scans are chosen for cavity alignment and coarse laser frequency tuning while laser locking is

achieved with a small scanning range. The feedback loop consists of two PID controllers for

frequency stabilisation: PID2 controls the Littrow grating via a piezo-electric transducer and

co-dithers the current applied to the laser diode whereas PID1 only regulates the current. The

integral gain of PID1 can be limited below a certain cut-off frequency to avoid the two con-

trollers from accumulating offsets in opposite directions at low frequencies. Apart from that,

both controllers are identical.

The lower part of the user interface is a two-channel oscilloscope and a spectrum analyser,

displaying various signals derived from the inputs of the Digilock module. When in AutoLock

configuration, the desired resonance feature and corresponding locking signal should be dis-

played within the oscilloscope as illustrated in Fig. 3.16, in order to choose the stabilisation

set point with the crosshair (dashed line in oscilloscope). The Spectrum tab shows the fast

Fourier transform (FFT) of the signal, transferring the Scope trace into the frequency domain.
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Refresh rate and averaging of the displayed signals can be modified as required in the settings

section.

Finding the optimal settings for the gains of the PID controllers is not trivial, as both

locks are feeding back onto the diode current and partially counteract each other if adjusted

incorrectly. We implement an iterative trail-and-error method to find the optimal settings,

starting with an unlocked laser with all PID values equal to zero for both controllers and

increasing them slowly while monitoring the noise on the spectrum analyser and in the RMS

error field. We first stepwise optimise PID2, starting with increasing the I gain until the system

stabilises and then trying to minimise the low frequency noise spectrum below 25 kHz, the

expected region of high amplitude noise. We alternate this optimisation on the I and P values

until the noise amplitude cannot be minimised further, usually around half the value where an

abrupt increase in the noise spectrum is observed due to oscillation of the stabilisation loop. We

then apply the same method to PID1, always attempting to minimise the noise spectrum and

regularly ensuring the laser is still locked. This is necessary, as a wrongly adjusted PID1 can

easily disturb PID2 and cause the stabilisation to fail and furthermore, an unlocked laser can be

misinterpreted as better stabilisation performance with less noise. Hence, regular confirmation

of the locking status in the AutoLock oscilloscope setting is critical. After the best I and P

values are found for both stabilisation loops, the D gain is adjusted to further minimise the

noise if possible. Generally, the D gain allows higher I and P values by avoiding oscillations. In

our experiment, it is expected and observed that the system is not very sensitive to these gains,

especially the slower current feedback, as the importance of the differential response increases

with frequency and high frequency noise has low amplitudes. We therefore set the D gain of

PID1 to a well working value and decided to keep it at zero for PID2.

3.4.2 Cavities

Throughout our experiment, there are three cavities in place: one for SHG, one for SPDC and a

third one for mode-cleaning. The design of the OPO and its features were already introduced in

Section 3.1.2, and a detailed description of the triangular mode-cleaning cavity, its parameters

and the expected impact on the spectra of the single photons is given in Section 3.2.1. Here,

we will briefly introduce the SHG cavity and its measured parameters and discuss the role of

both bow-tie resonators for frequency conversion and stabilisation in the experimental setup.

A 3D drawing of the SHG and SPDC cavity design including the mount for the nonlinear

crystal introduced in Section 3.3.3, is shown in Fig 3.17. The compensating element, only

present in the SPDC cavity, is excluded for simplicity. In both cases, one of the curved mir-

rors is mounted on a piezo-electric transducer (PZT) for the implementation of the frequency

stabilisation loops, allowing to scan or stabilise the cavity length. The main difference between

the two resonators is that the SHG cavity is only resonant with the incident light at 795 nm,

due to the almost transparent outcoupling mirror for the up-converted light (R < 2%). Sin-

gle resonance is sufficient in this case as the converted field is already high in intensity and

SHG is inherently narrow in frequency if the pump laser is narrowband. Therefore, the cavity
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Figure 3.17: 3D drawing of the SHG and SPDC bow-tie design cavity for frequency control, conversion
and narrowing, with the acrylic box cover not shown for simplicity. The distance between the four
mirrors can be stabilised via the curved mirror mounted on a piezo-electric transducer (PZT). We are
able to regulate the length of the cavity to the incoming light itself (SPDC) or an external atomic
reference transition (SHG) via the Labview-controlled FPGA introduced in Section 3.3.2.

resonance is not needed to amplify and tailor the output light and we can avoid the necessity

of temperature tuning to double resonance on the expense of phase matching. The physical

length of the SHG cavity is slightly shorter than the OPO. Additionally, the reflectivities for

the incoupling/outcoupling mirrors vary significantly, leading to different values for the finesse

and linewidths. Tab. 3.5 summarises the measured values for the FSR, finesse and linewidth of

the SHG and the SPDC cavity. In case of the SPDC cavity, we determined the values for the

single photon wavelength by probing with laser light at the target wavelength.

SHG cavity

As briefly indicated in Section 3.4.1, the SHG cavity is used as the reference system for the

laser, while simultaneously performing the frequency doubling to create the pump light for the

OPO. This has multiple advantages: the resonant cavity enhances the conversion efficiency, as

the laser light field inside the cavity is greatly amplified and transverses the crystal multiple

times compared to the single-pass case. Furthermore, stabilising the laser to the resonator

means that the generated SHG emission wavelength is also determined by the cavity length,

due to the underlying nature of the frequency-doubling and linewidth-preserving SHG process.

Table 3.5: Measure parameters for SHG cavity and OPO with HWP compensation method, measure-
ment uncertainties in curved brackets.

Parameter [unit] SHG, 795 nm SPDC, 397.5 nm SPDC, 795 nm

FSR [MHz] 278 (3) 241 (2) 121 (1)
Finesse 100 (2) 8.5 (0.3) 161 (4)
Linewidth [MHz] 3.0 (0.5) 28 (1) 0.75 (0.15)

88



3.4. FREQUENCY STABILISATION

Subsequent implementation of a stabilisation loop to keep the cavity length itself resonant with

the rubidium D1 line (see Section 3.4.3), forces the created pump light frequency to be exactly

double of the atomic transition. This is desirable, as the crystal inside the OPO is designed to

have its peak emission at half the pump frequency, hence, back on resonance with the atoms. It

is important to point out here, that the linewidth of the SHG given in Tab. 3.5 is also an upper

bound for the blue light, but its actual value is much smaller (∼ 100 kHz), governed by the

laser linewidth. Building and stabilising the interconnected system is non-trivial and requires

fast and robust locks, described below.

There are three major steps to achieve the necessary high level of noise suppression and

stability of the feedback loop. First, we limit external influences to the system mechanically.

The resonator is built on one block of Invar, with all mirrors mounted on large heavy posts

(Fig 3.17), and covered by an acrylic box to damp thermal air currents and acoustic distur-

bances, as previously discussed in Section 3.1.2 and 3.3.3. The second component is the correct

adjustment of the PID control gains for the laser, presented in detail in Section 3.4.1. Here,

we focus on the last step: the alignment of the nonlinear crystal has proven to be the final in-

gredient for optimal lock performance and conversion efficiency. Empirical investigations have

shown, that larger SHG output power correlates with more effective frequency stabilisation,

hence, we maximise the output to improve the lock.

In order to achieve a high conversion efficiency of the SHG, we adjust the orientation of

the nonlinear crystal via the 5-axis translation stage, while the laser is stabilised to the cavity.

This requires a robust lock to begin with, as adjustments of the crystal orientation introduce

fast changes in the cavity length which the laser needs to be able to follow. The positioning

procedure is performed by alternating changes of the horizontal and vertical position and angle

of the crystal over a large amount of possible configurations, as several local maxima exist. We

obtain an average coupling efficiency of 35% and SHG conversion efficiency of 45%, leading to

an overall generation probability of ∼ 16% from the red laser light before the cavity into the

blue frequency doubled field after. The stabilisation loop at this optimised crystal position

shows maximal noise suppression and high robustness when analysed in the Digilock program.

We believe it would be possible to further improve the total amount of created pump power

by increasing the coupling, but generally we pump the OPO with < 0.5 mW to remain far

below threshold. While we are creating around 15 mW of blue pump light, the spare power

is dumped, as an additional improvement of the locking performance has not been observed

at higher powers. Therefore, more optimisation for extra conversion enhancement or control

loop stability is not necessary in our experiment and contrarily increases the sensitivity of the

output power to small day-to-day changes. Thus, most robust operation is achieved by the

procedure above.

SPDC cavity

The SPDC cavity is operated on triple resonance: signal, idler and pump field are resonant and

enhanced simultaneously. This is far more demanding than the SHG case and requires precise
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control over temperature and alignment of the nonlinear crystal, as well as a high quality

HWP for birefringence compensation. We stabilise the length of the cavity to the wavelength

of the pump light at 397.5 nm via feedback to a PZT, overlap the signal and idler resonance

with the HWP and finally match the different wavelengths by fine tuning the orientation and

temperature of the crystal. The next paragraphs explain these steps in detail.

Initially, we implement the length stabilisation loop to the pump light, regulated by the

Labview-controlled FPGA. Again, we use the PDH technique, modulating sidebands onto the

pump frequency. We utilise an EOM at resonance frequency of 12.125 MHz, as the pump light

still has residual sidebands at 12.5 MHz from the SHG process. Although suppressed in our

cavity by ∼ 12 dB, these frequency components can interfere with the new modulation, causing

instabilities in the demodulation phase of the error signal. The difference of 375 kHz between

the sideband frequencies is the minimum step size of the FPGA. Additionally, the variation is

well within the resonance bandwidth of 2.4 MHz of the EOM ensuring sufficient modulation

depth and well outside the sideband linewidth of ∼ 90 kHz in order to cancel the interference

effect.

The shape of the spatial mode after modulation strongly depends on the material of the

EOM as various parameters like transparency or quality factor diminish, especially for frequen-

cies close to the ultraviolet. Although we only operate at powers far below damage threshold

on the order of mW, the initial EOM crystal, a magnesium oxide doped lithium tantalate

(MgO:LT), leads to a high wavefront distortion of the spatial mode, as illustrated in Fig. 3.18.

In order to observe the change, we take two snapshots of the mode profile on a camera after the

EOM: without and with the EOM in operation. Starting at a beam diameter of ∼ 500 µm and

an ellipticity (degree of deviation from a circle) of 0.94, we see that some type of cylindrical

lensing effect alters the Gaussian beam profile, elongating the intensity along one dimension

(ellipticity of ∼ 2.5) and causing multiple local maxima within around 30 seconds of operation.

This makes efficient coupling into the OPO impossible and therefore the particular EOM crys-

tal is unsuitable for our application. The issue was resolved by using a different material for

the crystal, namely stoichiometric lithium niobate (sLN), that does not affect the shape of the

spatial mode. The high transmission losses ∼ 40% are acceptable in our case, considering the

small pump powers necessary to operate the triply resonant OPO.

The second step towards resonance is calibration and proper alignment of the HWP to

overlap the degenerate signal and idler frequencies. The birefringence in the nonlinear crystal

results in different cavity lengths for the orthogonally polarised single photons, described in

detail in Section 3.1.3. A HWP inside the cavity compensates this effect while doubling the

effective length of the cavity without causing extra losses for the single photon wavelengths.

Ideally, the effect of the HWP on the pump polarisation or resonance should be negligible as a

HWP at 795 nm is a ”full-wave plate” at 397.5 nm and the thin optical element is expected to

introduce only small extra losses. The first statement proves to be true: the polarisation of the

incoming light is not altered by the HWP. However, the influence on the resonance via losses and

consequently the coupling, finesse and linewidth are dramatic. The HWP offers four settings
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(a) (b)

Figure 3.18: Beam profile of the spatial mode of the blue pump beam after the EOM (a) without and
(b) with the EOM operating. On the left, the mode emitted from the SHG cavity is (almost) perfectly
Gaussian. The EOM seems to act as some type of cylindrical lens, stretching the spatial profile in one
dimension and introducing multiple local maxima for the amplitude.

that lead to an orthogonally polarisation beam after transmission: Θ,Θ′,Φ,Φ′. All of them

affect the pump light differently. In the best alignment, the measured decrease in the finesse

for the pump light from 17 to 8.5 indicates an increase in the loss per round-trip of 21%, caused

by the HWP. According to Eqn. 2.7, the higher loss roughly halves the achievable incoupling

efficiency from 20.5% to 11%. Fortunately, the resonance is still sufficiently pronounced for

locking purposes and the increased demand on incident pump light can easily be generated by

the SHG system.

In order to fine tune the orientation of the HWP while satisfying the limited space restriction,

we glued the HWP onto a half-inch high-precession manual rotation mount. This enables very

fine alignment in a ±7○ range via an adjuster screw, where a 360○ screw rotation corresponds

to 4
3

○

change in the HWP position. In contrast to measurements of the cavity parameters

presented earlier in this section, it is not possible to precisely probe the wave-plate alignment

by shining red laser light backwards into the cavity. Due to the continuous-wave nature of

the incoming light in this scenario, uncorrelated photons of both polarisations are constantly

present in the OPO, leading to inconclusive results for the HWP optimisation. However, this

method can still be used to align the collection paths when close to optimum for the HWP,

as explained in Section 3.6. The necessary accuracy of the HWP angle within the cavity is

achieved by looking at the difference in arrival times between the two orthogonal photons of a

pair created in the OPO far below threshold, described in detail in Section 4.1.1. A classical

characterisation of the HWP can be found in Appendix A.

Now that the cavity length is stabilised and both polarisations of the created single photons

are compensated for birefringence, we need a last flexible degree of freedom to achieve triple

resonance. Changing the crystal temperature is the perfect candidate as the geometrical light

path through the cavity remains the same and we can control it externally, so direct interaction

with the setup can be reduced to a minimum in order to lower air current and temperature

fluctuations within the acrylic box around the setup. The exact temperature for the triple

resonance changes on a daily basis, dependent on the room temperature. Still, the deviations

within 24 hours are never more than 50 − 70 mK, well within the crystal phase matching

temperature range of 1.7 ○C, and therefore temperature adjustments do not compromise the
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SPDC rate. Although the temperature stability achieved by the controller is < 1 mK, well

suited for the task, the poor resolution of the controller DAC does not allow the necessary

accuracy, as discussed in Section 3.3.3. Due to the lack of a different degree of freedom, the

crystal positioning has to be regularly optimised for triple resonance. This is more invasive than

temperature changes and has the disadvantage that the beam path is altered and subsequently

the collection system becomes misaligned, causing lower brightness. In general, this is the last

resort and only used if the obtainable actual temperature is far away from triple resonance.

3.4.3 Atomic system

The atomic reference system in place uses Doppler-free spectroscopy [41] (see Section 2.2.2) in

natural rubidium (Rb), a mixture of the two isotopes 85Rb and 87Rb, for absolute frequency

stability of the SHG cavity and furthermore the laser and the OPO. We utilise a CoSy system

by TEM Messtechnik, which contains the complete opto-mechanical spectroscopy setup and

also the evaluation electronics to obtain the spectrum as an output signal on a BNC connector.

A fibre-coupled laser beam can be connected to the pre-aligned structure, where it is separated

into multiple paths passing through a rubidium vapour cell from different directions and is

finally monitored on three photodiodes. The observed signals are internally amplified and

processed to be displayed on an oscilloscope or for derivation of an error signal to stabilise

the SHG cavity. The CoSy system is accompanied by an electric control module containing

individual BNC connectors for different output signals and additional control elements for signal

optimisation and cell temperature adjustment, shown in Fig. 3.19.

In order to achieve an optimal signal-to-noise ratio (SNR) of the spectroscopy and the error

signal, the input beam needs to have a diameter of 2−3 mm with 1−5 mW of power and must

be vertically polarised with reference to the table plane. In our fibre-coupled version of the

system, the ideal diameter and alignment is set in the factory and cannot be changed. For a

high SNR, an input power close to the minimum of 1 mW is selected to eliminate saturation

effects causing excessive noise. The amplifier gain for the photodiodes can be chosen between

104 to 3.3∗107 V/A, with a factor of 3.3 between neighbouring positions. Its value is determined

accordingly to the input power. The gain generally causes only small changes in the SNR of the

spectroscopy signal, but the effect on the derived error signal can be significant. We therefore

choose 3.3 ∗ 104 V/A, a value at the lower end of the range, in our experiment for a optimised

SNR of the error signal. Finally, it is important to place the CoSy far enough from magnetised

sources as they can interfere with the spectroscopy signal.

Although the optical system is pre-aligned and there is no option to change the path inside

the CoSy enclosure, there are still a number of electronic adjustments that must be completed

before stabilisation to a transition line is possible. The goal is to fine-tune the sensitivity and

gains of the detection system to minimise electronic noise and derive a high contrast error

signal. The next paragraphs give an instructional step-by-step overview to prepare the system

for operation, with Fig. 3.20 illustrating measured examples of the signals after selected steps

for the rubidium D1 line [13, 27].
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Figure 3.19: Front panel of the CoSy electronic control unit, adapted from Ref. [43]. 1 - 3, dark current
adjustments for channels A, B and I, respectively; 4 - 6, control lamps for electrical and optical power;
7 - 10, gain and relative gain adjustments for channel A and B; 11, switch to activate normalisation;
12, switch to activate Doppler-free spectroscopy; 13, input from optical CoSy system; 14 and 15,
adjustment screws for temperature and magnetic field (optional); 16 - 18, BNC output ports. Further
information on the purpose of each element can be found in the text.

The CoSy offers three different output signals as shown in Fig. 3.19: A, B and I. Signal A

and B display the spectroscopy while the I signal outputs a DC voltage, proportional to the

measured laser intensity. The system is operational with a measured I value of 1 − 10 V, but a

voltage close to 1 V has proven to result in the highest SNR for the error signal. If the light

level is appropriate, neither the overload nor the low level LEDs should be on. Initially,

we adjust the dark current of the system. With no incident light present, the values for all

three signals are meant to be zero. This can be achieved by blocking the incoming laser light

and turning the corresponding offset knobs on the electronic control module, compensating

for stray light and any possible photodiode dark currents. Next, the wavelength of the laser is

set to match the atomic lines by adjusting the diode current and piezo voltage until transition

characteristics on signal A and B become visible on the oscilloscope (Fig. 3.20(a)). The signal

outside the spectroscopy features is adjusted to be zero by the gain parameters for channel

A and B individually. Now, the Doppler free switch can be turned into the upper position,

resulting in a weighted difference of the former similar signals of the two channels (Fig. 3.20(b)).

The weighting can be changed with the rel. gain potentiometers until no Doppler broadening

(A) or hyperfine structure (B) is visible. Lastly, the norm. switch can be activated, producing

power-independent signals over a large range of input intensities (Fig. 3.20(c)).

Analogous to the other stabilisation loops in our experiment, the PDH technique is imple-

mented on the system by sideband modulation through an EOM. Due to the lower bandwidth

of the detectors inside the CoSy cell, the modulation frequency is limited to around 1 MHz.

Therefore, the sidebands are within the width of the atomic resonance and not visible, e.g. in

Fig. 3.20(c). A higher frequency would allow a greater noise cancellation bandwidth, however,
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Figure 3.20: Doppler-free spectroscopy signal alignment. (a) Initially, the narrow hyperfine spectrum
of rubidium on both channels is thermally (Doppler-) broadened due to the velocity of the atoms in the
vapour. (b) When activated, the signals from three internal photodiodes are electronically processed
to derive a Doppler-free spectrum on Ch. A. (c) Further optimisation of the relative gains between
the channels results in a background corrected saturation free spectroscopy signal on Ch. A (lower in
red) and a signal free of the hyperfine structure on Ch. B (upper in blue), prepared to be analysed
by the LabView software. For further details see corresponding text.

high frequency noise is small in amplitude and already canceled out by the laser stabilisation to

the SHG cavity in our cascade implementation. For the control loop, the signal from channel

A is split in two, with both halves filtered and amplified according to their application: in one

arm, a low-pass filter generates a clear signal of the atomic stabilisation transition, while the

other arm is bandpass-filtered to derive the error signal, only allowing frequencies around the

modulation to pass.

It is important to mention that the spectroscopy and error signal are very sensitive to

alterations of the incoming polarisation. Experience has shown that even the slightest changes

in temperature of the EOM can have large effects on the polarisation, e.g. change a linear into an

elliptical polarised beam. In order to reproducibly obtain a high SNR, the breadboard carrying

the setup is therefore enclosed inside an additional acrylic box (see Section 3.6 for details). For

full control over the polarisation we use a HWP in front and after the EOM in combination

with a polarisation maintaining optical fibre to send the light to the atomic reference system.

Nevertheless, using both wave plates to optimise the polarisation for spectroscopy is necessary

on a daily basis.

The stabilisation loop itself is activated to control the length of the SHG cavity, while the

laser is stabilised to the cavity. To avoid losing the laser lock while changing the length of the

cavity, the necessary scan signal sent to the cavity PZT is applied at very low frequency of

∼ 1/4 Hz and small amplitude < 200 mV, just sufficient to cover the whole atomic transition.

The method to determine the optimal gains for the PID loop is described in Section 3.3.2. The

combined locking system is very robust against outside disturbances and remains continuously

locked for 6 − 8 hours.
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3.5 Detectors

One of the fundamental tools for laser stabilisation and measurement of single photons are

appropriate detectors. The requirements for these two applications are very different and can

only be met by particular architectures. For PDH locking and continous-wave light monitoring,

we use custom-made photodiode detectors that are fast and have a suitable bandwidth to

resolve the modulation sidebands. In case of single photon counting, there are many options

available: semiconductor-based detectors, transition edge sensors or superconducting nanowire

detectors, just to name a few [44]. The results described in this thesis are all recorded by silicon

single-photon avalanche detectors (SPAD), also known as Geiger-mode APDs, which offer high

photon detection efficiency at the desired wavelength of 795 nm (∼ 60%) and low dark count

rates < 25 Hz without the need of a vacuum, low temperatures or excessive expenditures. This

section will first describe the home-made detectors for analysis of resonances and error signals

and furthermore give a simplified introduction to APDs and their characteristic parameters in

our experiment (PerkinElmer SPCM-AQR-14-FC) and the logic box for readout and processing

(Roithner Lasertechnik TTM8000).

3.5.1 Universal photodetectors

This section gives a brief overview of the most important electric elements and characteristic

of our custom-made universal photodetectors (UPD), in place before and after every cavity to

record the reflected light and help derive error signals, and monitor the transmitted power,

respectively. Our devices are so-called transimpedance amplifier photodetectors [45], designed

by collaborators at the Australian National University. They are based on operational ampli-

fiers (op-amp) to provide gain to a voltage and/or convert currents into voltages, called tran-

simpedance amplification, and photodiodes to convert optical power into an electric current.

The components used in our UPDs have been chosen for their speed, excellent noise perfor-

mance and high gain bandwidth product, determining the maximum gain and bandwidth of

the feedback loop involving the op-amps.

There are two basic photodetector circuit that the op-amps are used in: a transimpedance

amplifier first converts a current from a photodiode into a voltage before inverted amplifiers

buffer the signal and provide a DC- and AC-coupled output, to be used to monitor steady

powers or the sidebands, respectively. The two different circuits are illustrated in Fig. 3.21.

The output voltage and gain of both amplifier designs is found by summing the input currents

of the inverting port of the op-amp and is given as [46]

Vout,i = −
Rf

Rin

× Vin, (3.4)

Vout,t = −Rf × Ip, (3.5)

with Rin and Rf the incoming and feedback resistance, respectively, and Ip the photocurrent

from the diode. The higher the gain of the circuit, the lower the maximal achievable bandwidth.
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Figure 3.21: Basic diagrams of the amplification circuits in our UPDs, adapted from [46]. (a) Inverted
amplifier. The circuit inverts and amplifies an incoming voltage, corresponding to a multiplication
with the factor −Rf/Rin . (b) Transimpedance amplifier. The design converts an input current (Ip)
from the photodiode (PD) into an output voltage.

Therefore, the amplifiers, especially the feedback resistor, need to be modified according to the

application to ensure a stable feedback loop. A full circuit diagram of the detector can be found

in Appendix B and further details on how to build the detectors are given in Ref. [46].

The photodiode in our detectors are characterised by their dark current and quantum effi-

ciency. The diode converts an optical into an electric signal by, ideally, freeing an electron for

every incoming photon. The real-life ratio of free electrons to incoming photons is defined as

the quantum efficiency of the photodiode. The dark current describes the current present in the

photodiode in the absence of light. It is mainly generated by background radiation and needs

to be taken into account when we try to measure optical powers accurately. There is a large

variety of suitable candidates commercially available, covering a wide range of wavelengths.

We use silicon-based diodes model S5971 and S5972 by Hamamatsu Photonics [47] due to their

high-speed response and highest quantum efficiency for the wavelengths in our experiment.

Probably the most crucial characteristic of the UPDs in our experiment is the noise spec-

trum. There are multiple possible causes for noise that need to be taken into consideration in

order to achieve the precision needed. Typical noise sources are the photodiode, transimpedance

stage and the op-amp. With the help of adequate software, it is possible to simulate the ex-

pected noise as a function of frequency. The contribution of the noise to the AC and DC output

voltage for our sideband modulation frequency (12.5 MHz) is predicted to be < 3 mV [46], far

below our average signal strength on the order of 100s of mV.

3.5.2 Single photon counting

As of today, the standard technique of detecting single photons are silicon-based single photon

detectors working in Geiger mode due to their small size, easy operation and low costs. The

counting modules can generate a measurable avalanche current when triggered by one or several

single photon(s) and are also able to record the arrival time to a sub-nanosecond accuracy.

The basic simplified operation principle is as follows: a high electric field is applied to a p-n

junction of a semiconductor. When a single charge carrier is injected in this high-field region,
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e.g. by photon impact ionisation, the particle gets strongly accelerated and generates secondary

electron-hole pairs. This starts an avalanche-like multiplication process, growing exponentially

and eventually limited at a constant macroscopic current level. The abrupt beginning of this

current marks the arrival time of the photon. The device remains in this current-producing

state and cannot detect further photons until it is quenched by an external circuit, lowering the

electric field to stop the avalanche charge creation and allowing recombination of the electron-

hole pairs. The time between rise and fall of the current is the characteristic dead time of the

detector [48].

Processing of the generated signal from the single photon counting module (SPCM) requires

a suitable electric circuit to quench the avalanche current and restore the diode for operation.

Additionally, the circuit needs to detect the fast rising and falling edges of the current and

convert it into a standard electrical output, in our case a rectangular transistor-transistor logic

(TTL) pulse above 2.5 V for signal discrimination. The pulse is subsequently recorded by a time

tagging module, storing the arrival time of each individual photon. We use software provided

by the manufacturer to display and record the arrival times of single photons and calculate

coincidence rates within variable time windows in real time. Final analysis of the raw data is

performed by an easy modifiable code written in Matlab for full flexibility evaluation of the

recorded events, given in Appendix C.

There are a number of basic performance parameters associated with single photon detec-

tors, most prominently the detection efficiency, dark count rate and timing jitter. The photon

detection efficiency is the probability that a single photon triggers a measurable avalanche cur-

rent. It depends on optical properties such as wavelength and coupling as well as on electronic

abilities related to the single photon rate or probability of creating a primary electron to start

the avalanche. The detection efficiency strongly depends on the voltage applied to the semi-

conductor, increasing linearly at low voltages until saturation is reached [49]. The dark count

rate describes the number of avalanches per second that occur mainly due to thermally induced

charge carriers without an actual photon present. Its value is governed by the quality of the

semiconducting material used in the diode, especially undesirable metal containment, and also

increases with the applied voltage [49]. Hence, there is a trade-off between detection efficiency

and dark counts dependent on the implemented electric field. The last important parameter

is the timing jitter, a measure for the statistical fluctuations of the true arrival time of the

photon. It arise from differences in the creation layers and transition times of charge carriers

or noise in the electrical circuit [48].

We use a fibre-coupled, self-contained module by PerkinElmer (SPCM-AQR-14-FC) to de-

tect the single photons at 795 nm. The device has a photon detection efficiency of 56% at

the designated wavelength, well suited for many quantum optics experiments. The photodi-

ode inside the module is temperature controlled to ensure stable performance independent of

environmental fluctuations. The measured TTL pulse width of the detectors in our system is

(35 ± 2) ns, with a timing jitter of (425 ± 75) ps. The device is specified to have a dead time

of 50 ns, allowing single photon count rates up to 10 MHz. The decrease in detector efficiency
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at higher count rates due to more photons arriving within the detector dead time, is insignif-

icant in our experiments as we usually operate at single photon rates below 100 kHz, where

the decline is below 1%. The expected dark count rate of the modules is < 100 Hz when all

ambient light is blocked. In the actual experiment, this is not achievable as there will always be

some stray light, e.g. from monitors, however, average measured dark count rates are < 150 Hz,

resulting in a very small contribution to coincidences between different channels, discussed in

Section 4.1.

To analyse the electronic signal emitted from the SPCM, e.g. for correlations between

different detectors, we need to further process the recorded single photon events. This is

achieved by an additional counting logic in form of a time tagging module (TTM), in our

experiment a model TTM8000 by Roithner Lasertechnik [50]. We can think of the device as a

high resolution clock that logs the arrival time, input channel and direction of transition (low-

high or high-low) of an external signal into an event table and sends it to a connected computer

with suitable software installed. Here, individual single photon count rates or histograms of

arrival times between different channels are created in real time, allowing constant monitoring

of the photon signals while e.g. changing the alignment of the collection path.

The TTM offers control of up to eight channels simultaneously and is fully configurable:

recorded channel, direction of transition and the signal threshold can be individually adjusted

to match the incoming TTL pulse from the detectors. The recorded time stamps have an

accuracy of 82.3 ps (= 1/clock frequency = 1/12.15 GHz, hard-coded into the silicon circuit of

the device), sufficiently below the detector jitter and therefore not limiting any measurements.

Furthermore, individual time delays and filters can be implemented in the software on each

channel, in order to compensate for external delays like different cable lengths or eliminate

events without a neighbour in a certain time window for faster processing and smaller file

sizes. All results presented in Chapter 4 are calculated through our own Matlab-based code in

post-processing of the raw data stored by the included software.

3.6 Experimental setup

This section gives a summary of the chapter, showing how and where the important components

fit into the experiment and briefly explaining the feedback loops connecting them. We separate

the description of the optical setup in three major parts, analogous to the actual experiment

on the table which is built on three interconnected individual breadboards fulfilling different

purposes: 1) laser and atomic frequency reference, 2) conversion breadboard including SHG

cavity and OPO and 3) mode-cleaning setup, as shown in Fig. 3.22. The entire optical system

fits on a single compact 1.2 m × 2.4 m table and is therefore well suited for transport to

be merged with the GEM at the Australian National University (ANU) in Canberra. The

experiment has moved laboratories twice in the last three years, resulting in a usual downtime

of 2-3 weeks. The time delay to re-establish the source is mainly caused by problems with

the temperature stabilisation and time necessary to plug in cables at the right connectors, not
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misalignment of optics. Although only small distances needed to be travelled each time, this

already demonstrates the high portability of the system, required for its final journey.

Laser & absolute frequency reference

The layout of the laser & CoSy breadboard is shown in the upper left corner of Fig. 3.22.

Light from the master port of the diode laser is travelling through a polarisation-maintaining

optical fibre into the sideband modulation setup. Before modulated, a small amount of the

incoming light is separated on a beam splitter and fibre-coupled for further utilisation, e.g. as

an alignment beam or for wavelength measurements. The remaining light transverses a HWP,

a non-resonant EOM driven at ∼ 1 MHz and another HWP before it is sent into the CoSy

atomic reference cell. As discussed in Section 3.4.3, the two HWPs are necessary to achieve

full control over the polarisation for the EOM and the CoSy, both very sensitive to polarisation

misalignment. The second (amplified) output port of the laser is also fibre-coupled and sent to

the conversion setup.

Conversion setup

The breadboard carrying the conversion cavities is the heart of the experiment, taking up

roughly half of the optical table as depicted in Fig. 3.22. The light from the amplified output

port of the laser is sent into the experiment, manipulated with HWPs, modulated by an EOM

and finally coupled into the SHG cavity with a beam steerer. The beam steerer is a compact

device consisting of two mirrors on a single mount that gives us control over the translational

and angular degrees of freedom of the incoming light in order to simplify the overlap with the

spatial cavity mode. Alignment of the position and diameter of the beam focus is achieved by a

telescope, consisting of three lenses in front of the cavity. To monitor the laser and subsequently

have an estimate of the SHG power, a portion of the back reflected signal from the frequency-

doubling cavity is detected on a power meter. This allows us to constantly observe the incident

power and coupling efficiency when scanning and locking the laser, respectively. The SHG

resonator is described in Section 3.4.2.

After the cavity, where both wavelengths are present, the light is separated on a dichroic

mirror: the red light is detected on a UPD and analysed in the Digilock program while the blue

light is sent towards the OPO. The combination of a HWP mounted in a motorised rotation

stage with a polarisation sensitive beam displacer enables us to fine tune the amount of power

we send to the OPO on a µW scale. The unused blue light is fibre coupled and sent to the MC

cavity for stabilisation purposes. Similar to the SHG cavity, we use a beam steerer plus a three

lens telescope for spatial mode matching of the bow-tie SPDC cavity. Further information on

the design and specifications of the OPO are discussed in detail in Section 3.1.

After the single photon cavity, the down-converted photon pair propagates collinear until

split on a polarising beam displacer and collected via fibre-couplers. One of the photons can be

delayed variably by a pair of mirrors, mounted on a motorised translation stage, to match the
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Laser

CoSy
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PM
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MTS

PBS
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MWPr

MWPb
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OPr
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Laser & CoSy MC setup

Conversion
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Figure 3.22: Schematic representation of the complete optical setup of our experiment. MC setup,
mode-cleaning setup; SHG cavity, second harmonic generation cavity; OPO, optical parametric oscil-
lator. Legend: EOM, electro-optical modulator; UPD, universal photodetector; PM, power meter; FC,
fibre connector; Bst, beam steerer; MTS, motorised translation stage, PBS, polarising beam splitter;
BD, beam displacer; ppKTP, nonlinear crystal; Box, acrylic enclosure; DM, dichroic mirror; BS, beam
splitter; HWPr, half-wave plate for red light (795 nm); MWPr, motorised half-wave plate for red light
(795 nm); HWPb, half-wave plate for blue light (397.5 nm); MWPb, motorised half-wave plate for
blue light (397.5 nm); Filter, 1 nm narrowband filter around 795 nm; OPr, optical path red; OPb,
optical path blue; OPd, dual optical path (red and blue overlapping); OFC, optical fibre connection;
AFC, additional fibre connection (e.g. for alignment purposes); SPC, single photon connection (path
to experiments). Arrows indicate the direction of light propagation. A detailed description on how
the elements are connected is found in Section 3.6.
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path length of its orthogonal partner. Efficient collection of the light particles into optical fibre

is non-trivial. In order to align the collection path, continous-wave laser light from one of the

additional ports is sent backwards through the single photon collection arms and the optical

paths are overlapped on the beam displacer. The orthogonally-polarised signals, back-reflected

from the OPO, are further detected on UPDs and displayed on an oscilloscope to optimise

the mode-matching to the OPO. This does not necessarily guarantee ideal collection of the

single photons but serves as a good tool for rough alignment. Final fine tuning is achieved

by monitoring the single photon count rates on the SPCMs while slightly adjusting mirrors

and collimation lens positions. From here, the fibre-coupled photons can either be detected

straight away or first filtered in the mode-cleaning setup, if single-mode operation of the source

is necessary as described below.

Mode-cleaning setup

For experiments requiring single-mode operation of the source, most prominently integration of

the source in the GEM setup at the ANU, the mode-cleaning setup is essential. Shown in the

upper centre of Fig. 3.22, it includes all the optics and electronics to stabilise the MC cavity

to the SHG light at 397.5 nm and is optimised to achieve the highest possible transmission at

the single photon wavelength, previously described in Section 3.2.1. Optimal transmission is

achieved by very careful designing the light path between the incoupler and the fibre connector

at the end of the table and making all alignment degrees of freedom adjustable at any position

of the setup. The restrictions on coupling of the pump frequency are not as stringent, as the

signal is solely utilised to stabilise the length of the cavity. A dichroic mirror behind the cavity

separates the light at 795 nm and 397.5 nm in direction of travel of the single photons and

overlaps them along the optical path of the pump light. The cavity is enclosed by an acrylic

box for improved temperature stability, with small holes allowing unimpeded optical access.

Feedback loops

Section 3.4 has described all frequency stabilisation components of the system in place and

introduced how they fit in the setup. Here, we briefly summarise and illustrate (Fig. 3.23) how

the regulator loops are connected to each other. The laser is stabilised to the SHG cavity by

feedback onto the laser diode current and a piezo-electric transducer (PZT) to change the angle

of a Littrow grating. The cavity itself is stabilised to the atomic transition by adjusting its

length through a mirror mounted on a PZT. The interconnected loop ensures the creation of

light at exactly double the frequency of the rubidium D1 transition to further pump the OPO.

A mirror mounted on a PZT controls the length of the SPDC cavity to be resonant with the

incoming pump light. Finally, the single photons are filtered to have a single-mode output in

the mode-cleaning cavity, also controlled to be at resonance with the pump light at 397.5 nm.

All stabilisation loops use sideband modulation via EOMs, the PDH technique to create the

error signals and PI(D) algorithms for feedback, described in Section 2.2.
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Laser

CoSy

SHG

SPDC

MCC

Single-mode
output

BS

EOM EOM

EOM

Figure 3.23: Simplified drawing of the optical paths and electric feedback loops of the most prominent
elements in the setup. Optical paths in red and blue, electronic feedback in black. CoSy, atomic
frequency reference; SHG, second harmonic generation cavity; SPDC, spontaneous parametric down-
conversion cavity (OPO); MCC, mode-cleaning cavity; EOM, electro-optical modulator for sideband
creation; BS, beam splitter. Description in text.
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CHAPTER 4

SINGLE PHOTON CHARACTERISATION

Single photons are essential building blocks for quantum information and quantum communica-

tion, due to their high mobility, simple encoding and low interaction with the environment. In

order to compare individual sources from the same or different architectures, we defined multi-

ple metrics to characterise the single photons in Section 2.4. It is important for the community

in this research field, to agree on a common ground for the measurement techniques to derive

these numbers in order to make their comparison easy and meaningful. The particular features

can be divided in two categories: classical and quantum characteristics. Spectral brightness,

linewidth or FSR can all be described without quantum mechanics and are therefore consid-

ered classical. However, it is important to point out that they still require individual single

photon and coincidence detection to be measured in the experiments. Quantum features, e.g.

an auto-correlation value < 1 or Hong-Ou-Mandel interference, on the other hand, can only be

explained by quantum physics. Section 4.1 will present the classical results and the path to

obtain them, while Section 4.2 deals with the quantum characteristics of the created photon

pairs.

4.1 Classical characterisation

4.1.1 Intensity cross-correlation function G
(2)
s,i (τ)

Measuring the intensity cross-correlation function is a convenient way to determine impor-

tant characteristics of the OPO, for example the linewidth, with high accuracy. In general,

G
(2)
s,i (τ)uses information from the single photon arrival times to determine the temporal shape

of their wave function. The experimental setup to measure the auto-correlation function is

fairly simple and shown in Fig 4.1. The fibre-coupled single photons from the OPO are de-

tected on two separate SPCMs, with the signal arm electronically delayed by τ , and analysed

to find coincidences between the two channels. The specific shape of G
(2)
s,i (τ) in our case of

cavity-enhanced SPDC is defined by three parameters: the cavity decay rate, and FSR, for

the individual photons, as well as the phase-matching envelope of the nonlinear crystal. The

combination of the latter two gives an estimate of the number of modes contained in the OPO

spectrum. As discussed in Section 3.2, the FWHM of the envelope is 100 GHz which, together

with a FSR of ∼ 121 MHz, leads to about 800 modes. The upper limit of the cavity decay rate
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Ch2, signal

⌧
. . . from fibre

-coupled source

Ch1, idler
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Figure 4.1: Schematic of the experimental setup to measure the intensity cross-correlation function

G
(2)
s,i (τ). The fibre-coupled photons from the SPDC cavity are detected on two seperate SPCMs and

their arrival times are analysed for coincidences between the two channels by a time tagging module

(TTM). The signal arm is electronically delayed by τ to obtain the statistics for G
(2)
s,i (τ).

is calculated in Section 3.1.3 to be 760 kHz. Therefore, all parameters necessary to describe

the cross-correlation function (see Section 2.4.2) are given from theoretical predictions and this

section presents the related experimental results. However, the first step towards the final

results is fine tuning the alignment of the HWP inside the OPO to perfectly switch between

orthogonal polarisations every round-trip.

Half-wave plate alignment

Detailed characterisation of the intra-cavity HWP is achieved similar to other classical parame-

ters (e.g. the linewidth) by measuring the G
(2)
s,i (τ)and interpreting its results. Small rotational

steps around 1/3
○ of the HWP between consecutive experiments, while constantly monitoring

the results, enables us to determine the angle deviation from optimum with accuracy better

than 0.2○. The experimental results are shown in Fig. 4.2. The plots illustrate the normalised

number of coincidences (without background correction) between the two orthogonally po-

larised signal and idler photons as a function of delay in their arrival times (τ), or in other

words: the cross-correlation function G
(2)
s,i (τ). The titles of the different sub-figures indicate

the individual relative position of the HWP, with 0○ being the angle after a preliminary coarse

adjustment to 72○ (see Appendix A). The data points are connected with lines for increased

visibility of the comb-like structure, which arises from the higher probability of detecting signal

and idler photons at multiples of effective cavity round-trip times trt. For an ideally adjusted

angle (−2○ in Fig. 4.2), the HWP rotates horizontal (H) to vertical (V) polarisation and vice

versa at every pass and the distance between adjacent peaks is trt, equal to two physical round

trips, one traversed in each polarisation. Because of the deterministic separation of the photons

on a polarising beam splitter, pairs are only detected as coincidences if their polarisation is or-

thogonal, in this case after an even number of physical round-trip differences. As pointed out

before in Section 3.1.3, the HWP at 45○ effectively halves the FSR of the OPO while keeping

the linewidth constant, and additionally ensures double resonance of signal and idler photons

by cancelling out the birefringence from the nonlinear crystal.

Slight misalignment of the HWP results in a certain probability to detect photon pairs at

odd number of physical round-trip differences, leading to additional peaks halfway between

the ideal structure visible in Fig. 4.2. These peaks reach their maximum when the round-trip
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Figure 4.2: G
(2)
s,i (τ)as a function of relative HWP angle (titles), with 0○ the angle after initial coarse

alignment. Note, the time axis in the first two rows includes ±150 ns, while the third row is ±350 ns
in order to illustrate the effect of the HWP. Misalignment of the HWP leads to an additional peak
structure caused by photon pairs leaving the SPDC cavity orthogonally polarised at odd number of
round-trip differences. The position and height of the central extra peak depends on the deviation
from optimum and the exact delay, respectively. As expected, the optimal angle (−2○) exhibits only
the main peaks separated by the effective cavity round-trip time. Getting closer to the ideal alignment
(relative angle decreasing from +1/3○) forces the symmetric extra structure further and further away
from zero time delay until it vanishes for −2○ (optimum) and then revives at −7/3○ (right lower corner).
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difference of the two photons is a multiple of ⌊45○/∆α⌋, with ∆α the deviation of the HWP angle

from optimum. We can understand this as follows: the small discrepancy ∆α accumulates each

round-trip, creating a probability for the photons to follow orthogonal paths through the beam

displacer behind the cavity and being detected as a coincidence. This probability reaches its

maximum when the deviation leads to a perfectly orthogonal photon pair at an odd number

of extra round-trips, where the photon delay is τ = (45○×trt)/(2∆α). This feature allows us to set

the FSR to two different values, ∼ 121 MHz and ∼ 242 MHz, dependent on the angle of the

HWP. However, in the latter case, the HWP does not affect the polarisation of the photons any

more and hence does not cancel out birefringence from the nonlinear crystal. Fig. 4.2 clearly

shows the effect of the HWP alignment on G
(2)
s,i (τ) : the closer we get to the optimal angle, the

bigger the spacing becomes between zero and the maximum delay of the additional peaks. The

corresponding decrease of the height of the maximum is related to the cavity decay time and

subsequent a lower probability of finding coincidences with arrival times far apart from each

other. In order to be able to observe the additional structure when very close to optimum, we

increase the presented data time window from 300 ns to 700 ns, as displayed in the third row

of Fig. 4.2. The angular step size between the individual measurements is chosen to efficiently

illustrate the effect while still being reliable, with 1/3○ corresponding to a 90○ rotation of the

fine adjustment screw for the HWP.

Cross-correlation measurement

In the case of perfect alignment of the HWP, we can use the cross-correlation function to

experimentally determine the parameters of our OPO. We measure the G
(2)
s,i (τ) by recording

the coincidences between the two detectors in a time window of ±1 µs over a period of 11 min,

accumulating 312000 coincidences shown in Fig. 4.3. This is sufficient to obtain statistically

meaningful results. The experimental data is depicted in red (crosses) together with the fitted

model following Eqn. 2.77 in black. We choose the theoretical representation in the time

domain [1], as the parameter space for fitting is significantly smaller. This is mainly related to

the finite jitter of our detectors: in order to use G
(2)
s,i (τ) in terms of frequency modes (Eqn. 2.76),

the number of modes needs to be known. However, for a fit to the experimental data, this is

not sufficient. The width of the individual peaks depends on a convolution of the detection

time jitter with the number of frequency modes and, in our case, is dominated by the former.

Therefore, accurate theoretical modelling of the experimental data requires either an artificial

adjustment of the ”effective” frequency mode number for Eqn. 2.76 or the ”effective” resolution

of the detectors in Eqn. 2.77. Whereas this demands the introduction of the mode number as

a fitting parameter in the frequency domain, dramatically increasing the parameter space, the

temporal mode representation already includes an explicit factor for the effective resolution of

the detectors (∆T ).

All plots in Fig. 4.3 illustrate the same data for the measured G
(2)
s,i (τ) on three different

time scales (a-c) and with two different bin sizes (c,d). The first two plots, (a) and (b), resolve

the detailed peak structure arising from the multi-mode output and show the high overlap of
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Figure 4.3: Intensity cross-correlation function for perfect HWP alignment on different time scales and
bin sizes (bs): (a) ±20 ns, 200.2 ps bs; (b) ±105 ns, 200.2 ps bs; (c) ±800 ns, 200.2 ps bs; (d) ±800 ns,
8.28 ns bs;. Data in red, theoretical model(s) in black. The overall count number is 312000 within
a ±1 µs time window with an integration time of 11 min. (a) and (b) highlight the good agreement
of the theoretical model and the experimental data for the central 5 and 25 peaks, respectively, while
(c) and (d) illustrate the overall double exponential decay of the peaks emerging from the cavity.
(a-c) utilise Eqn. 2.77 as a fitting model, while (d) follows a simpler double exponential decay given
by exp(−2πγ∣τ ∣).
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the experimental data and the theoretical model, with a reduced χ2 = 1.0062, indicating an

excellent match between theoretical model and experimental data within the error variance.

The latter two sub-figures demonstrate the overall double exponential decay of the coincidence

counts, expected from the cavity output, in the individual peak resolving and non-resolving

regimes. It is important to point out that Fig. 4.3(d) is obtained by a larger time bin size, not

by single-mode operation of the source as shown in Fig. 2.15. For the further evaluation of the

data, we associate negative arrival time differences with the idler photon (signal arriving before

idler) and positive τ with the signal photon. The HWP birefringence compensation leads to

the same values for all parameters for signal and idler, supported by the experimental data

within error bars. We therefore neglect subscripts, e.g. γS = γI = γ, in the following description

of the classical OPO characteristics.

OPO parameters

The double exponential decay exp(−2πγ∣τ ∣) of the cross-correlation function in Fig. 4.3(d)

exhibits a cavity damping rate of γ = 666 kHz, slightly below the expected value from the mirror

reflectivities and cavity length measurements. The intensity cross-correlation function follows

the convolution of two comb-structured photon wave packets, each consisting of Lorentzian

lines separated by the FSR and centred around the corresponding frequencies for signal and

idler. Due to the condition on the signal and idler photons to be resonant simultaneously, the

single photon linewidths are less than the cavity decay rate obtained from G
(2)
s,i (τ), and the

FWHM linewidth simplifies to ∆ν =
√√

2 − 1× γ, in our case [2, 3]. Hence, the experimentally

obtained single photon linewidth for signal and idler is ∆νSP = 429 kHz, the narrowest photons

to date from an SPDC-based source and well-suited to be included in atomic memory schemes

using rubidium. The cavity round-trip time, illustrated in Fig. 4.3(a-c) as the time difference

between adjacent peaks, is trt = 8.28 ns, corresponding to a FSR of νFSR = 120.77 MHz. This

is in good agreement with the values from the cavity length measurements (Section 3.1.3) and

the continuous-wave (CW, Section 3.4.2) for our compensation method. The effective detector

resolution, fitted to have a FWHM of ∆T = 930 ps, matches the expected value from the

jitter of both detectors (2 ∗ (425 ± 75) ps) well. For comparison, the theoretical FWHM of the

peaks from Eqn. 2.76 is ∆T ≈ 1.9 ps, utilising the values presented in this paragraph for all

free parameters and the correct number of frequency modes (1867) in the full phase-matching

envelope. This proves the dominance of the detector jitter over the frequency mode contribution

to the peak width in multi-mode operation of the source. Tab. 4.1 gives an overview of the

parameters derived from the single photon G
(2)
s,i (τ) measurement and compares them to the

former obtained values. Due to the high number of resolved peaks and the quality of the

acquired data, the single photon characterisation is more than an order of magnitude more

accurate than the other methods, as implied by the low uncertainties.

After establishing the basic parameters of our OPO, we can now derive more advanced

characteristics of the single photons from G
(2)
s,i (τ)and compare them to theoretical predictions.

First, the biphoton correlation time τcor is defined as the FWHM of the double exponential
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Table 4.1: OPO output parameters for different measurement methods including uncertainties.

Parameter
Single photon CW cavity Theory

G
(2)
s,i (τ) characterisation (specifications)

Cavity decay rate γ [kHz] 666 (16) 750 (150) < 760
Single photon linewidth ∆νSP [kHz] 429 (10) 480 (100) < 490
Round-trip time trt [ns] 8.280 (0.005) 8.27 (0.07) 8.27
FSR νFSR [MHz] 120.77 (0.05) 121(1) 121
Finesse F 181 (4) 160 (30) > 161
Peak width ∆T [ps] 930 (5) - -

decay. The theoretical value for an OPO is given by [4]

τcor =
1.39

2πγ
= 332 ns. (4.1)

This is in excellent agreement with the value observed in our measurement presented in Fig. 4.3(d):

τcoh = (331 ± 2) ns. We further define the coherence time τcoh of the source, directly related to

the spatial length lcoh of the single photons via the speed of light c. For a Lorentzian frequency

mode, as expected from the output of an optical resonator, the coherence time and length are

given as [5]

τcoh =
1

π∆νSP
, (4.2)

lcoh = τcohc. (4.3)

For our source, Eqns. 4.2 and 4.3 lead to τcoh = (740 ± 20) ns and lcoh = (222 ± 5) m for coherence

time and length, respectively. These are the longest photons from SPDC to date, offering new

possibilities in quantum optics experiments, e.g. for loophole-free quantum causality (switch)

experiments [6, 7]. In Section 4.1.2, we are using the coherence time to define a symmetric time

window with a width of 2τcoh in order to determine the spectral brightness of the source.

Post-processing filter

The comb-like structure of the coincidence measurements shown in Fig. 4.3, arising from the

multi-mode operation of the source, is a reoccurring feature in all measurements presented in

this chapter. In order to derive some of the upcoming results, we implement a post-selection

filtering scheme in the evaluation code of the data: as the arrival time differences of the photons

are very well known, we only select the measured data in a smaller time window of width

τf = 1.07 ns (13 time bins with 82.3 ps width each) around each of the peaks within τcoin.

We therefore eliminate coincidences which are not single photon pairs from the OPO in a

process similar to gating the detectors. Fig. 4.4 shows an example of the filtering process with

τcoin = ±20 ns for the results in this section. The symmetrical coincidence time window (green)

includes five peaks of the G
(2)
s,i (τ) measurement, each filtered by the code in post-processing

(blue), leading to an effective coincidence time of 5.35 ns in this example. In the upcoming
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Figure 4.4: Post-selection filtering (gating) scheme. Cross-correlation function in black, total coin-
cidence window (τcoin) in green, filtering window (τf ) around each peak in blue. First, the large
coincidence window is implemented to find all detected photon pairs within τcoin, chosen dependent
on the application. Then, the filtering step is performed to obtain the counts inside the multiple small
filtering windows, each with a width of τf = 1.07 ns, leading to an effective time window of 5.35 ns in
this example.

sections of this chapter, the implementation of this filtering step on the experimental data will

be explicitly indicated each time together with the resulting effective coincidence window.

4.1.2 Spectral brightness

The spectral brightness of the single photon source is determined by calculating the number of

coincidences per second in a symmetric time window τcoin = 1500 ns (double the coherence time,

2τcoh) at multiple heralding rates, associated with individual pump powers. In order to obtain

correct and meaningful results, the measured count rate needs to be adjusted for unavoidable

accidental coincidences, depending on the single photon rates and the detection window [8]

Rac = RSRIτcoin. (4.4)

Rac is calculated individually for each data set and subtracted from the measured coincidence

rate. Due to the big time window, almost two orders of magnitude higher than in experiments

with broadband sources, applied to derive the spectral brightness, the effect of the accidental

rate is significant. The experimental data is analysed in two separate ways: in the unfiltered

case, presented in the upper row in Tab. 4.2, all detected coincidences in the full time window

are summed. The results in the lower row, however, are obtained by the filtering process

described in Section 4.1.1. Furthermore, all spectral brightness values are only corrected for the

quantum efficiency of the detectors (56%) at the single photon wavelength and can therefore be

additionally improved by increasing the fibre coupling, escape efficiency of the cavity or overall

transmission of all extra optical elements between the cavity and the fibre couplers. The

directly measured coincidence rate is multiplied with the creation probability of the central
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degenerate frequency mode (0.22%), meaning that the presented results describe the single-

mode brightness, expected after extra spectral filtering by e.g. the mode-cleaning cavity.

Table 4.2: Background corrected spectral brightness (SB) in a time window of 1500 ns, filtered and
unfiltered.

Heralding rate [kHz] 27 37 48 63 117

SB [
photon pairs / s

mW∗MHz ]
4840 (380) 4570 (360) 4240 (320) 3850 (300) 4700 (300)

(unfiltered)

SB [
photon pairs / s

mW∗MHz ]
4350 (340) 3950 (310) 3760 (290) 3360 (280) 4080 (300)

(filtered)

The directly measured result for the spectral brightness of our source in multi-mode oper-

ation, only accounting for background, is B = 1.13 × 106 photon pairs / s
mW∗MHz . The adjusted values in

Tab. 4.2, additionally correcting for the detector efficiency and the creation probability of the de-

generate mode, lead to a mean of Bf = 3900±370 photon pairs / s
mW∗MHz and Bu = 4440±400 photon pairs / s

mW∗MHz

for the filtered and unfiltered case, respectively, matching within their uncertainties. This is

the brightest source of its kind to date, outperforming the former leading value from Ref. [9] by

a factor of three. High spectral brightness is essential for applications of the source in quantum

communication and other photonic quantum technologies [10].

4.2 Quantum characterisation

4.2.1 Multi-photon suppression

The quantum statistics of our single photon source can be analysed by measuring the inten-

sity auto-correlation function g
(2)
s,s (τ) and more importantly the special case of its value at

zero time delay g
(2)
s,s (0), first experimentally demonstrated in the quantum regime by Grangier

and coworkers [11]. As already discussed in Section 2.4.3, (1 − g
(2)
s,s (0)) is a measure of the

multi-photon suppression of the single photon source, with a value < 1 indicating non-classical

behaviour and g
(2)
s,s (0) = 0 for a perfect single photon Fock state without higher order contribu-

tions. The auto-correlation measurement is realised experimentally in a Hanbury Brown and

Twiss setup [12] (see Fig 2.16) added in fibre to the experimental setup (Fig. 3.22) at the single

photon connectors: we herald on one single photon (idler) while splitting the other (signal)

probabilistically on a 50/50 beam splitter and subsequently monitor coincidences between all

combinations of the individual channels. The formula used to calculate the presented results

in this section is given similar to Eqn. 2.92:

g
(2)
s,s (τ) =

Nssi(τ)N0

Nsi(0)Nsi(τ)
, (4.5)

with Nsi (signal-idler) and Nssi (signal-signal-idler, indicating the undesired creation of more

than one photon pair) the double and triple coincidences between individual detectors and N0
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the amount of trigger (heralding) events recorded in the idler arm. Nsi and Nssi are determined

by measuring G
(2)
s,i (τ)between the corresponding channels and summing over all double and

triple coincidences in a (post-filtered) time window, respectively. Additionally, we multiply Nssi

with a factor of two to account for possible bunching, as customary in the field [3, 13]1. g
(2)
s,s (τ) is

actually defined for a precise τ (Eqn. 4.5) but can only be determined experimentally by using

finite time windows, implemented in post-processing. Accordingly, the presented results in this

section have to be understood as upper limits, smeared out by the time window. All error

analysis on the data is performed by taking the square root of the number of counts, with

the amount of triple coincidence in the measurement window for g
(2)
s,s (τ) being the dominating

source of uncertainty. Other possible error sources, including dark counts and dead times of

the detectors or stray light contributions, are not incorporated into the error analysis in this

section.

An ideal single photon source never emits more than one signal photon at a time, a process

called anti-bunching, and therefore the expected value for triple coincidences in Eqn. 4.5 is

zero, leading to g
(2)
s,s (0) = 0. However, in an actual experiment, the achievable minimal value

for g
(2)
s,s (0) depends on a variety of parameters used to obtain and process the data: the width

τf of the implemented post-filtering window around each peak (see Section 4.1.1), the overall

width of the coincidence window τcoin (= 2τc, see Section 2.4.3), symmetric around zero delay,

and the heralding rate R0. The upcoming paragraphs analyse the dependency of g
(2)
s,s (0) on

all three parameters independently and compare their values to theoretical predictions. The

section concludes with the presentation of the time dependent intensity auto-correlation func-

tion g
(2)
s,s (τ) and its dependence on the coincidence window. None of the upcoming results are

background corrected which would decrease the values for g
(2)
s,s (0) even further.

Filtering window

We first investigate the dependence of g
(2)
s,s (0) on the implemented filtering window τf (described

in Fig. 4.4). Changing τf effectively acts as a gating operation to post-select time intervals where

the single photons are expected to arrive at the individual detectors, defined by multiples of

the round-trip time of the cavity, similar to Section 4.1.2 and Fig. 4.4. Due to the multimode

operation of the source in the presented experiments, these time delays between coincidences are

very well known and only broadened by the detector jitter as derived in Section 4.1.1. The ratio

of signal to accidental counts decreases for bigger filtering windows, as more coincidences outside

the expected arrival time differences (”accidents”) are included in the calculations. According

to Eqn. 2.93 (Section 2.4.3), g
(2)
s,s (0) is meant to be linearly increasing as a function of τf , if

R0τfP ≪ 1, with P the number of included peaks. This behaviour is illustrated in Fig. 4.5.

Here, all the values for the auto-correlation function are calculated from N0 ≈ 200 ∗ 106 idler

events with a heralding rate of R0 = 16 kHz and a coincidence window of 250 ns, approximately

the FWHM of the exponential decay in Fig. 4.3(d). The combination of τf and τcoin for

1Unfortunately, private communication with the authors of Ref. [13] could not fully explain the origin of this
factor.
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Figure 4.5: Intensity auto-correlation at zero time delay (g
(2)
s,s (0)) as a function of the filtering window

width τf . The linear growth is in good agreement with the theoretical predictions from Eqn. 2.93,
fitted in black. The red data point (τf = 1.07 ns) is the width used in further experiments, chosen for
a good signal to accidental ratio and small uncertainties. The value corresponds to the full width at
approximately 30% of the individual peak heights shown e.g. in Fig 4.3(a). The overall coincidence
and corresponding effective time windows are 250 ns and 33.2 ns, respectively.

Fig. 4.5 results in effective time windows between 12.8 − 130 ns, with a finally chosen value

of 33.2 ns. Filtering windows up to τf = 1.73 ns are below the width of the peaks, hence

mainly capturing coincidences from photons created by the OPO. Above this value, additional

coincidences and especially triple events are more and more dominated by accidentals, further

increasing g
(2)
s,s (0) due to the large coincidence time window necessary for our source. We

choose a value of 1.07 ns (= 13 time bins) around each individual peak maximum, well within

the borders of the individual coincidence peak to avoid events clearly not originating from the

OPO (red data point in Fig. 4.5). The filtering window covers the full width at 30% of the

maximal peak height, leading to a high ratio of signal to accidental coincidences.

Coincidence window

After selecting a filter window of τf = 1.07 ns, incorporating most of the photons actually

emitted by the source, we analyse the experimental data to study the dependence of g
(2)
s,s (0) on

the coincidence window τcoin. In experiments with broadband photons (e.g. from SPDC or

quantum dots), the coincidence window is typically chosen on the order of the coherence time

(∼ ns), leading to a rate of accidental triple coincidences which is 5-6 orders of magnitude

below the values expected for our source. In order to make meaningful statements on the

auto-correlation measurement in the field of narrow-band single photon sources, it is common

practise to use windows far below the extension of the photons (τcoin ≪ 2τcoh), either by using

smaller periods of time in the first place [3] or extrapolating down from larger windows [14].

Here, we analyse the data for a variety of τcoin between 50− 1500 ns, corresponding to effective

time spans of 7.5−194 ns, with the maximal coincidence time chosen to be twice the coherence

time. The overall number of trigger events is again N0 ≈ 200 ∗ 106 at a heralding rate of
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Figure 4.6: Intensity auto-correlation at zero time delay (g
(2)
s,s (0)) as a function of the coincidence

window τcoin. Similar to Fig 4.5, we can observe a linear increase shown in black (see Section 2.4.3)

of g
(2)
s,s (0), arising from the declining signal to accidental ratio of triple coincidences. The red data

point at τcoin = 250 ns corresponds to the coincidence time window used in further experiments,
approximately the FWHM of the exponential decaying coincidences (e.g. Fig. 4.3(d)). Again, the
resulting effective time window is 33.2 ns at this point.

R0 = 16 kHz. The experimental results are shown in Fig. 4.6. Similar to the dependency of

g
(2)
s,s (0) on τf and, again, in good agreement with Eqn. 2.93, the calculations exhibit a linear

rise of the auto-correlation values governed by the decreasing signal to accidental events ratio

at higher τcoin. However, in this case, the lower ratio is caused by the cavity decay, resulting

in a smaller probability of detecting single photon pairs at vastly different arrival times while

the background stays constant, see Section 4.1.1. As this ratio is generally still high compared

to using large values for τf , the slopes of g
(2)
s,s (0) depends on the effective time windows for

Fig. 4.5 and 4.6, which differ by a factor of ∼ 1.6. This discrepancy arises solely due to different

contributions of the background to the evaluated data. For all further calculations in this

section we choose τcoin = 250 ns, close to the correlation time of the photons. This allows to

accumulate sufficient coincidence counts for meaningful statistics in a reasonable time frame,

without being dominated by background noise.

Heralding rate

The last parameter investigated for its effect on g
(2)
s,s (0) is the heralding rate R0 =

N0/tm , where

tm is the total measurement time for the obtained data point. In Section 2.4.3, we derive the

theoretical dependence according to [13]:

g
(2)
s,s (0) = 2 −

2 (R0∆νSP )
2

[R2
0 +R0∆νSP ]

2 , (4.6)

with ∆νSP the single photon linewidth. This is the only free variable in Eqn. 4.6 which can

therefore be used to independently validate the linewidth calculations from the cross-correlation

measurements. We can see that g
(2)
s,s (0) approaches zero for very small heralding rates. This is
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Figure 4.7: Intensity auto-correlation at zero time delay (g
(2)
s,s (0)) as a function of the heralding rate R0.

Experimental data in blue, theoretical model in black, g
(2)
s,s (0) = 0.5 in red. The fitted curve (Eqn. 4.6)

independently confirms the previously calculated linewidth in Section 4.1.1: here, ∆νSP = 450±32 kHz.
The larger uncertainties on some of the heralding rates arise from temperature fluctuations over the
measurement period, changing on a daily basis.

expected as the probability for multi-photon emission in SPDC sources depends quadratically

on the intensity of the incoming pump field, while the single photon events increase linearly.

The results for multiple heralding rates are presented in Fig. 4.7. Every data point consists

of N0 ≈ 200 ∗ 106 triggering events, leading to total measurement times between 15 minutes

(R0 = 225 kHz) and 16 hours (R0 = 3.5 kHz). The implemented filtering time is 1.07 ns, with an

overall coincidence window of 250 ns, resulting in an effective time window of 33.2 ns, as prior

derived in this section. This is slightly smaller than in similar works [3, 14], but offers higher

accuracy as the overall integration time is chosen to collect sufficient statistics for reasonably

small error bars. It is important to point out that all the results obtained are not background

corrected, which would improve g
(2)
s,s (0) even further. The lowest value of g

(2)
s,s (0) = 0.032±0.003,

277 standard deviations below the classical limit of g
(2)
s,s (0) = 1, is obtained at a heralding rate

R0 = 3.5 kHz and clearly shows the single photon nature of the source. The theoretical model

(Eqn. 4.6) in Fig. 4.7 overlaps well with the experimental behaviour. The fit determines the

only free parameter to be ∆νSP = 450±32 kHz, separately confirming the linewidth calculations

from the cross-correlation measurements in Section 4.1.1. Additionally, the results exhibit anti-

bunching below 0.5 [15] up to heralding rates of R0 = 70 kHz, depicted in red in Fig. 4.7. The

slightly larger error bars on some of the heralding rates mainly arise from instabilities of the

triple resonance condition within the measurement period, affecting the measured rate.

Auto-correlation function g
(2)
s,s (τ) at τ ≠ 0

Finally, after thorough analysis of the behaviour of the auto-correlation function at zero time

delay, the experimental data at a heralding rate of R0 = 16 kHz is examined for its time

dependence to acquire g
(2)
s,s (τ) . Although g

(2)
s,s (0) is the more important figure of merit, g

(2)
s,s (τ) is

still very useful to demonstrate the expected behaviour and validate the assumptions made
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Figure 4.8: Time-dependent intensity auto-correlation function g
(2)
s,s (τ) for two effective time windows,

33.2 ns (blue) and 65.3 ns (green). The data and the theoretical fit (thick lines) overlap well and exhibit
the expected behaviour: (almost) constant for small time delays, Gaussian-like rise with time window

dependent slope causing an intersection in the transition region and, finally, g
(2)
s,s (τ) = 1 for large τ .

throughout this section. In Section 2.4.3, we derive the theoretical framework for the time

dependent auto-correlation function and observed some interesting features: the minimum

value of g
(2)
s,s (τ) depends on the heralding rate as well as the coincidence window and is meant

to be constant for a certain amount of time delay around zero, whereas g
(2)
s,s (τ) = 1 for large τ ,

independent of the type of light source. In the transition region, the dependence on τcoin can only

be calculated numerically, but approximately follows a Gaussian function ∝ exp [− (wτ)
2
] [16],

with w a constant incorporating the coincidence window and single photon linewidth. As the

exact starting position and width of the transition region differ for individual τcoin, the traces

are expected to intersect.

Our results are shown in Fig. 4.8 for two different effective time windows, 33.2 ns (31 bins)

and 65.3 ns (61 bins), correspond to a coincidence window of 250 ns and 500 ns, respectively.

The slight imbalance between the window ratios (1.97 and 2) arises from the total amount of

peaks m = n + 1 in the coincidence window, with the rounded integer n = ⌊τcoin/trt⌋ accounting

for all included peaks apart from the one at zero delay, see e.g. Fig. 4.4. The higher coincidence

window (green) leads to a broader and less distinct dip of g
(2)
s,s (0) = 0.2 compared to g

(2)
s,s (0) =

0.17 for the smaller window. In general, the fitted curves reproduce the experimental data

within the error bars, calculated as the square root of the count numbers and hence dominated

by the uncertainty on triple coincidences, fairly well: more significant deviations outside the

uncertainty are mainly limited to the smaller time window (blue). The preliminary reduction

of g
(2)
s,s (τ) with increasing τ for both data sets is unexpected and cannot be fully explained

within the error margins of the data. The values > 1 at large delays for the small coincidence

window can be understood by additionally taking detector dead time and dark counts into

consideration, where especially the dead time effects the smaller time window statistics more.

Overall, the experimental data and the fitted curves exhibit the expected behaviour of different

g
(2)
s,s (0) and dip width, including a crossing of the traces, and reaching g

(2)
s,s (τ) = 1, for large
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time differences.

4.2.2 Indistinguishability

Indistinguishability is a key component of generating spatially entangled states for photons.

The attribute indistinguishable refers to all possible degrees of freedom that are not entangled

and include but are not limited to: polarisation, spatial, temporal and frequency mode. A way

to quantify the indistinguishability is in a Hong-Ou-Mandel (HOM) experiment [17], exhibiting

purely non-classical two photon interference. In Section 2.4.4, we introduce the theoretical

model for the HOM effect on the temporal degree of freedom for a SPDC source [18] and

furthermore the unique temporal shape of our photons in particular [19]. Additionally, we

see that the photons do not strictly need to arrive at the beam splitter at the same time, as

the interference merely depends on the indistinguishability of the biphoton amplitude at the

detectors [20]. This effect is usually challenging to show experimentally, but occurs naturally

in our single photon source in multi-mode operation. The results presented in this section

illustrate the indistinguishability, temporal length and reoccurring non-classical interference

(multi-mode operation) of the narrow-band single photons.

HOM setup and alignment

The schematic HOM setup is shown in Fig. 4.9. The delay line dτ in the signal arm is imple-

mented in a combination of additional fibre for static large delays of multiples of the cavity

round-trip length lrt = 2.48 m (↦ trt = 8.28 ns) and a motorised translation stage (see Fig. 3.22)

for fine adjustment of the single photon arrival times within ±20 mm (↦ ±67 ps). The 50/50

beam splitter is realised in optical fibre (FBS) in order to minimise losses and complexity that

arise from a free-space setup. After the beam splitter, the output ports are separately de-

tected on SPCMs and analysed for coincidences. Unfortunately, this (nearly) complete in-fibre

implementation of the HOM setup makes the matching of all the degrees of freedom of the

photon pairs on the beam splitter difficult. Especially the fragile polarisation overlap, affected

by temperature changes or bending of the individual optical fibres, is challenging and requires

additional fibre polarisation control in both arms and regular careful alignment.

In order to match the photons, the signal and idler paths are aligned and inspected on a

daily basis. Prior to any measurement, the SHG cavity and the coupling of the pump light into

the OPO is optimised for low-noise operation. It can be demanding to tune the temperature

of the SPDC crystal to triple resonance, as indicated in Section 3.3.3. However, in case of

HOM measurements, the photons do not need to be exactly at the rubidium transition. Thus

the stabilisation loop to the atomic reference is not required, thereby allowing alignment of the

triple resonance via an electronic offset applied to the locking point of the SPDC cavity. Tuning

this extra parameter changes the resonance condition for pump and single photon linewidths

differently and hence simplifies achieving and keeping the triple resonance condition.

In the next step, a custom-made fibre with a length corresponding to the desired delay

of the interference dip (see the theory in Section 2.4.4 for more details) needs to be inserted
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50/50

Ch2, signal

. . . from fibre
-coupled source

Ch1, idler
Polarisation

control

d⌧ ⌧
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Figure 4.9: Schematic setup to perform HOM interference experiments, with the temporal mode
(arrival time dependent on dτ) as the distinguishability parameter. The time delay dτ is introduced
by a motorised translation stage to measure the width and depth of the HOM dip and additional
fibres of various lengths to measure adjacent dips. Individual polarisation control in signal and idler
arm is necessary to match both channels at the 50/50 fibre beam splitter (FBS). Photon detection
is achieved by respective SPCMs and recorded by a time tagging module (TTM), introducing an
additional electronic delay τ .

into the signal arm. Every fibre is individually spliced to the desired length and tested for

maximal obtainable transmission before being used in the experiment. Although each individual

temporal mode of the single photon pairs is very long, the multi-mode output of the source

results in very well defined arrival time differences, as illustrated in Fig. 4.3(a-b). This means

that the arrival time of the photons at the beam splitter for the HOM measurement must

be matched very accurately, namely within ∼ 4 mm (↦ ±13 ps), demanding high precision

manufacturing of the fibre length.

After the relevant optical fibre is embedded in the experimental setup, the polarisation of

the two photons at the beam splitter is arbitrary due to small birefringence from bending,

temperature changes or imperfections of each fibre. Signal and idler paths both contain fibre

polarisation controllers to account for this undesired rotation. We optimise the polarisation

by adding a fibre-based polarisation beam splitter (FPBS) to one of the output arms of the

FBS and monitor the splitting on two detectors. First, the signal arm is blocked and the

counts on one of the FPBS outputs are minimised to background level (maximising the other

output). This is verified by blocking all incoming light and determining if there is any residual

change in the single photon count rate. Next, the same procedure is repeated but with the idler

instead of the signal arm blocked. The exact polarisation of both photons at the BS after this

procedure is still unknown, but due to the common path of propagation from the FBS towards

and inside the FPBS, signal and idler now have the same polarisation at the designated point

of interference. As we introduce the distinguishability on a different degree of freedom (arrival

time), this knowledge about the polarisation state is sufficient for further measurements.

Measurement settings and data acquisition

The experimental data used to obtain the characteristic HOM dip(s) is acquired by looking

at the cross-correlation function G
(2)
s,i (τ) between the two output ports of the fibre-based BS

(mixture of signal and idler). However, processing the data is not trivial and requires an

extension to the evaluation code written in Matlab (see Appendix C). In the case of HOM

interference, the cross-correlation function not only depends on the time delay τ , electronically
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Figure 4.10: Theoretical HOM interference behaviour for the central dip. (a-e) Cross-correlation

function G
(2)
s,i (τ)between the two output ports of the BS, dependent on the electronically-introduced

τ from the TTM, for different time delays dτ = [−5.8,−2.4,0,2.4,5.8] ps. (f) Black line: Expected
HOM interference dip as a function of dτ , mechanically introduced by mirrors mounted on a motorised
translation stage. The blue, green and red dots are the calculated coincidence probabilities from the
cross-correlation functions above [(a-e)] in the according colour coding and position (left to right).
The closer we get to perfectly matched temporal delays of the photons (green to blue to red), the

smaller the peak structure of G
(2)
s,i (τ)becomes until it vanishes completely for ideal overlap [(c)].

introduced by the TTM with a resolution of 82.3 ps, but also on an extra delay dτ , mechanically

added via an extra optical fibre and a pair of mirrors mounted on a motorised translation stage,

and adjustable on a micrometer scale (↦ sub-picosecond photon travel time). The actual HOM

dip is a function of dτ , but each data point consists of a full measurement and post-processing

of G
(2)
s,i (τ) for each individual dτ .

The data acquisition is illustrated in Fig. 4.10. Changes in dτ can affect G
(2)
s,i (τ) in three

different ways: if the mechanical time delay does not match the possible arrival times of the

photons on the beam splitter, no HOM interference is observable, however, the coincidence

probability is halved as shown in Fig. 4.10(a,e,f) in green. The comb-like structure shows the
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same decay, peak separation and peak width as derived and analysed in Section 4.1.1. The

additional time delay introduced by the motorised translation stage, excluding the extra fibre

for now, is orders of magnitude below the resolvable level of the detectors and therefore does

not shift G
(2)
s,i (τ) within the measurement accuracy.

In the second case, presented in Fig. 4.10(b,d,f) in blue, the biphoton wave packets partially

overlap. This leads to an overall decay in the peak height of the observed coincidences for the

full extend of the photons, as the probability of both photons travelling to the same detector

increases. In other words, matching the arrival times of the photons on the picosecond scale

results in non-classical interference detectable at 100s of nanoseconds delay. This is quite

remarkable and, with some considerations, straight forward to understand: each photon has

a certain exponentially decaying probability of leaving the OPO at integer multiples of the

round trip times (trt) which stretches over the whole coherence length (∼ 750 ns). Accordingly,

interference is measurable on that time scale when one photon path length is properly matched

with its partner, reducing the probability to detect coincidences. This concept is another

independent proof of the long coherence and narrow linewidth of the generated photon pairs.

The last scenario, shown in red in Fig. 4.10(c,f), explains the case of perfectly matched

temporal modes. All arriving photons interfere and move pairwise along either channel towards

the detectors. The peak structure in G
(2)
s,i (τ) vanishes completely as there are no correlated

coincidences measurable within τcoin, leading to the minimum of the dip in the coincidence

probability. However, in a realistic experiment there will always be some residual coincidences

arising from background events, dark counts or a small mismatch in any other degree of freedom,

e.g. the polarisation mode, that creates deviations from the ideal case. The visibility of the

HOM interference is defined as the difference between the temporally unmatched (green) and

matched (red) case, divided by the sum of the two (Eqn. 2.115).

Although described above for no time delay, the explanation of the three different regimes

of biphoton overlap can be mapped directly onto the scenario where an additional optical fibre

introduces a large time delay dτ = n × trt/2, with n ∈ N. In the multi-mode operation case

of the source described here, this extra optical fibre can be implemented in the path of the

signal photon in order to observe revivals of the HOM dip, derived in Section 2.4.4. Again, fine

tuning of the arrival time difference is achieved with the motorised translation stage, allowing

to scan past the dip and to correct for possible imperfections of the fibre length. Due to the

underlying nature of the interference in the multi-mode case, the FWFM of the HOM dips

is only dependent on the phase matching envelope of the nonlinear crystal and, hence, stays

the same for all dips. The maximal achievable visibility, on the other hand, depends on the

changing indistinguishability of the biphoton amplitude and slightly decreases with growing

length of the delay line.

We perform the HOM measurements at equal arrival time and at a variety of different

optical fibre delays of length ∼ [2.5,5,10,100,105] meters equivalent to one, two, four, 40 and

42 effective cavity round-trips, respectively. Each interference fringe is measured multiple times

to eliminate systematic errors and determine the reproducibility of the effect. The results are
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Figure 4.11: HOM dip revivals for different time delays dτ introduced by optical fibres in the path of
the signal photon. Theoretical model in black, experimental data in blue. (a-f) Individual dips around
dτ = [0,2,4,8,80,84]× trt/2 ( [0,2.5,5,10,100,105] meter physical delay) at high resolution. (g) Entire
structure, demonstrating the measured delays. The data is excellently described by the theoretical
model. Small imperfections in the achievable minimum and subsequently the visibility are likely to
result from unaccounted mismatch in other degrees of freedom and dispersion in the optical fibre. The
small deviations in coincidence probability when approaching 0.5 can be explained by changes in the
fibre coupling efficiency.
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Figure 4.12: Theoretical (black) and experimental (blue) HOM visibilities for different dip revivals
around time delays dτ = n× trt/2, n ∈ N (corresponding dips illustrated in Fig. 4.11(g)). The lower than
expected values in the experimental data arise from additional distinguishability in different degrees
of freedom and accidental background events that are not fully accounted for.

shown in Fig. 4.11. Every data point corresponds to a measurement of G
(2)
s,i (τ) for around

7 − 10 seconds at a single photon rate of ∼ 40 kHz, leading to total numbers N1 ≈ N2 between

(3−4)×105 counts on both detectors. The step size for dτ is chosen between 0.5−1.3 ps (150−

400 µm), with the higher resolution at the steep slopes of the dips. The coincidence, filtering and

effective time windows are selected to be 1000 ns, 1.07 ns and 129 ns, respectively, sufficiently

large to accumulate enough statistics in a short period of time. Excessive data analysis shows

that the interference visibility (Eqn. 2.115), the figure of merit in these measurements, is largely

independent of the implemented time windows within the uncertainty in our experiments. In

order to eliminate effects of varying single photon rates on the number of coincidences, we sum

all two-photon events N12 in τcoin and divide by the total number of single counts to obtain Pc,

the coincidence probability:

Pc =
N12

N1 +N2

, (4.7)

with N12, N1 and N2 all background corrected. Eqn. 4.7 can be interpreted as a kind of

heralding rate and is further normalised to Pc = 0.5 far outside the dips. The error bars of

the individual data points are calculated by taking the square root of the coincidences in the

time window, as this is the dominating part of the uncertainty. Additional sources of error, e.g.

mismatch in any other degree of freedom or losses and dispersion inside the optical fibre, are

difficult to estimate and are therefore excluded in the error analysis. However, they are very

likely to account for the mismatch between the predicted and measured visibility.

Results

The experimental data (blue) and theoretical model (black) in Fig. 4.11(a-f) exhibit excellent

agreement. It is important to point out that the theory is not fitted to the data. All free

parameters like cavity linewidth or FSR, are calculated from the measurements presented in

this chapter and derived from Eqn. 2.114. The average measured full width at full maximum of
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the dips is 14.0±0.9 ps. The maximally achieved visibility (at zero time delay) is (96.7 ± 3.4)%

for τcoin = 1000 ns and τf = 1.07 ns. Decreasing the coincidence time window improves the

signal to accidental coincidence ratio, leading to higher visibilities up to V = (98.5 ± 4.5)% at

τcoin = 250 ns. Smaller windows are possible, but have larger associated error bars due to the

lower amount of events included in the calculation.

The theoretically predicted and experimentally achieved visibilities are presented in Tab. 4.3

and Fig. 4.12. As expected, the experimentally measured values are generally lower than the

predictions due to scattered background photons, causing accidental coincidences, and the all-

fibre nature of the experiment, making it challenging to achieve ultra-high indistinguishability

due to dispersion. The former is still a problem in our measurements, although the implemen-

tation of the filtering time window in post-processing acts similar to a gating operation on the

detectors. Excluding this post-selecting step leads to visibilities ∼ 10% lower than the values

stated in Tab 4.3. The presented data is, to our knowledge, the first demonstration of HOM

interference (and dip revivals) of photons arriving at time delays of 105 m (corresponding to

∼ 70 m of optical fibre in the experiment), further proving the exceptional coherence length

of the photons. This can be very useful, e.g. for measurements on quantum foundations like

quantum causality.

Table 4.3: Theoretical, experimental and relative HOM interference visibility in percent. Uncertainties
describe the error bars on the lowest measured point.

Peak number n = ⌊2dτ/trt⌋
Visibility Vth Visibility Vexp Relative visibility

(theory) (experiment) Vrel = Vexp/Vth

0 100 96.7 ± 3.4 96.7 ± 3.4

2 99.9 93.0 ± 2.7 93.1 ± 2.7

4 99.5 90.0 ± 3.7 90.5 ± 3.7

8 98.3 94.9 ± 3.4 96.5 ± 3.5

80 42.5 42.8 ± 3.1 100.7 ± 7.3

84 40.1 38.2 ± 2.4 95.3 ± 6.0
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CHAPTER 5

CONCLUSIONS

5.1 Summary

With this thesis, we accomplished an essential milestone towards an efficient light-matter in-

terface, namely the creation of pure and indistinguishable single photon states from a bright

quantum light source that are spectrally matched to be the optimal input of a gradient echo

memory (GEM) [1–3], the most promising storage scheme to date.

We first summarise the theory necessary to design and characterise a narrowband single

photon source based on SPDC. Understanding these elementary concepts is crucial to construct

the device and avoid unwanted surprises in the building stage. The theoretical predictions for

the single photon metrics, classical and quantum, give helpful insights into what to expect from

the experiments and plan accordingly.

The thesis further presents the individual components of the source and preliminary charac-

terisations, starting with the heart of the experiment: the optical parametric oscillator (OPO).

It consists of a nonlinear crystal enclosed in an optical cavity and creates the desired output

spectrum of narrowband modes at the rubidium D1 transition line to be combined with GEM.

The OPO is actively stabilised to the incoming pump light, which is created at exactly double

the frequency of the atomic resonance. This is ensured by generating the pump light inside

a resonant cavity, itself stabilised to the rubidium transition. Due to this cascading locking

technique, we guarantee the frequency-degenerate central mode of the OPO to be on resonance

with the atoms. We also give detailed insight into the experimental implementation of the

frequency stabilisation steps and show the way the individual components are combined and

how they work together.

Using cavity-enhanced SPDC to shape the emitted photons has a variety of advantages:

spectrally, we demonstrate a linewidth of (429 ± 10) kHz by measuring the single photon inten-

sity cross-correlation function G
(2)
s,i (τ). This is the narrowest SPDC-based single photon source

to date, improving the former lowest achieved value [4] by a factor of four. The narrow linewidth

combined with the central emission at the atomic transition of rubidium make this source an

ideal candidate to be integrated with GEM. Additionally, triple resonant (signal - idler - pump)

operation of the OPO allows 100% duty cycle, a feature where many narrowband sources fall

short, and exceptionally high spectral brightness (SB) compared to other architectures [4–7].

We measure a background corrected SB of 1.13 × 106 photon pairs per second per mW pump
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power per MHz bandwidth. Taking into account the multi-mode operation of the source in

this measurement, we infer (3900 ± 370) photon pairs / s
mW∗MHz in single-mode operation, surpassing the

brightest source so far [8] by a factor of three. These classical features make the source well

suited for quantum optics experiments demanding narrowband photons at high rates.

We furthermore demonstrate the quantum character of the created single photon pairs in

two independent experiments. In the case of type II SPDC, the photons can easily be separated

on a polarising beam splitter and send along two different paths. The detection of one photon

(idler) can then herald the presence of a second photon (signal) in the other arm. In order to

determine the multi-photon suppression of the single photon source, i.e. how close the signal

photon is to a Fock state ∣n = 1⟩, we measure the intensity auto-correlation function at zero

time delay (g
(2)
s,s (0)). Our result of g

(2)
s,s (0) = 0.032 ± 0.003 is 277 standard deviations below the

classical limit of 1, and hence clearly shows the single photon nature of the source.

We determine the indistinguishability of the generated photons in a Hong-Ou-Mandel exper-

iment, where two light particles interfere non-classically on a 50/50 beam splitter. The obtained

interference visibility of (97 ± 3)% at zero time delay provides the high indistinguishability

needed for efficient entanglement swapping schemes [9–13] in linear optical quantum comput-

ing and quantum networks. In multi-mode operation, the emitted photons have a unique

comb-like spectral and temporal shape which results in revivals of the interference dips [14–16].

We demonstrate these revivals for a variety of different delays up to 105 m between signal and

idler photons, far beyond anything reported in the literature so far and independently proving

the long coherence length (narrow linewidth) of the photon pairs.

5.2 Outlook

There are a variety of short- and long-term goals we would like to achieve with the source, with

some of them already on their way.

Firstly, we will complete the project on the HOM revivals. We have recently measured the

dip revival at half an effective round-trip difference, but have yet to understand the results.

Hence, the data is not included in this thesis, e.g. in Fig. 4.11(g). This is ongoing work and

should be completed within the upcoming month.

The main goal in the near future is certainly the demonstration of single-mode operation of

the source. We are currently implementing a carefully designed triangular cavity, resonant with

single photon and pump wavelengths in order to maintain the 100% duty cycle, into the existing

setup. We ensure the overlapping of the individual resonances by adjusting the length of the

cavity through a mirror mounted on a piezo-electric transducer and through miniature Peltier

elements controlling the temperature of the incoupling mirror. Preliminary characterisation

of this system has already proven its capabilities of up to ∼ 50% fibre-to-fibre transmission at

795 nm, but so far only for continuous laser light.

The primary long term aim of the project is the demonstration of an interface between our

source and the gradient echo memory by our collaborators at the Australian National University
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in Canberra. Characterising the interaction of the narrowband single photons with hot or cold

rubidium vapour in GEM by measuring e.g. storage efficiencies and times or recreating and

comparing our single photon metrics after they have been stored and retrieved from the memory

will give us great insight into the feasibility of the memory scheme. In order to achieve this

demanding task, our source needs to be transported to Canberra. We have engineered the

entire optical setup so that it fits on three small breadboards, all sized below 1 m × 1 m,

for high mobility. We have already demonstrated downtimes below two weeks for transits

between different laboratories within our university and all necessary equipment like vibration

absorbers and transport crates for long distance shipping have been purchased and delivered

in anticipation of this transfer.

We believe that the techniques introduced in this thesis, especially the flip-trick, have the

potential to become a standard in the field of narrowband single photon sources, in particular

in devices where the clustering effect is not practical. The ability to create photons spectrally

matched to atomic ensembles at a high rate and at any given time flings the door for efficient

interfaces wide open. Additionally, the unfiltered multi-mode structure of the single photons

could enable new methods of measuring long distances at sub-micrometer level accuracy.

While the main purpose of the source is its integration with GEM, the photons can also be

utilised in other applications like quantum information processing and quantum foundations.

We are planning to use the exceptional temporal and spatial length of the single photon wave

packet in quantum foundation experiments. In order to perform quantum computations without

definite causal structure, also known as the quantum switch [17, 18], it is essential for the

photon to extend over the whole experimental setup to erase the path information that could

be acquired otherwise. This is easily achieved with our photons, extending over more than

100 m. In this case, the qubit becomes entangled with the circuit structure, revealing unexplored

aspects of quantum theory.

Another potential application is to send our photons through gas-filled hollow-core photonic

crystal fibres [19, 20], developed by our colleagues at the University of Adelaide, in order to

achieve high cross-phase modulations [21–23] or precise spectroscopy [24–26]. Particularly the

cross-phase modulation is of high interest in the field of optical quantum computing, as engi-

neering deterministic interactions between photons is challenging due to their weak interaction

and needs to be mediated by a nonlinear medium [23, 27].
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Appendix A

HWP CHARACTERISATION

The HWP is a core element of the single photon source. It is a half inch diameter, effective

zero-order (cemented) Quartz retardation plate made for a π phase delay between orthogonal

polarisations at 795 nm. The HWP sits in a high-precision rotation mount which allows fine

rotation via an adjuster screw in the range of ±7○ around a set value. The characterisation of

the HWP as a function of the angle of the rotation mount can be seen in Fig. A.1. Horizontally

polarised light passes through the HWP and a polarising beam splitter before being measured

on a power meter. Full transmission indicates that the HWP does not affect the polarisation

while no transmission corresponds to a perfect flip from horizontally to vertically polarised

light, the desired mode of operation. The sin2 fit to the data shows that this occurs at 72○,

162○, 252○and 342○. Out of the four possible options the angle was roughly adjusted to 72○ and

then fine tuned to minimise the odd number of round-trip differences for perfect alignment, as

seen in Fig. 4.2 of Section 4.1.1.

0 45 90 135 180 225 270 315 360

Angle (deg)

0

0.2

0.4

0.6

0.8

1

N
o

rm
. 

P
o

w
e

r

Figure A.1: Characterisation of the HWP, data in blue, fit in black. The transmitted laser power
through a polarising beam splitter behind the HWP is measured as a function of the HWP angle that
can be read of the precision mount. Zero transmission at 72○, 162○, 252○ and 342○ corresponds to a
perfect flip between two orthogonally linear polarisations. Error bars are smaller than the symbols
representing the data.
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Appendix B

PHOTODETECTOR CIRCUIT DIAGRAM
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Figure B.1: Circuit diagram of the universal photodetector, used in various locations throughout the
setup. Figure from [1].
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Table B.1: List of parts necessary to build the universal photodetector. pF, picofarad; nF, nanofarad,
µF, microfarad; µH, microhenry; Ω, ohm; kΩ, kiloohm; V, volt; C, capacitor; L, inductor; R, resistor;
U, integrated circuit; VC, variable capacitor; PD, photodiode.

Comment Designator

OP1 BNC2
OP2 BNC2

330 pF C1
100 nF C2
100 nF C3
100 nF C4
100 nF C5
100 nF C6
100 nF C7
100 nF C8
100 nF C9

variable between 0 pF and 22 pF C10
22 pF C11

variable between 0 pF and 22 pF C12
10 µF C13
10 µF C14
100 nF C15
100 nF C16
10 µH L1
10 µH L2
390 Ω R1
390 Ω R2
7.5 kΩ R3
1 kΩ R4

2 kΩ [Thin Film] (dependent on optical power) R5
51 Ω R6
51 Ω R7

1 kΩ for 15 V or 300 Ω for 5 V R12
0 Ω for 15 V bias (+) 15 V link
0 Ω for 15 V bias (−) 15 V link

LM78L05ACZ (for 5 V) U1
AD829J U2
AD829J U3
AD829J U4

LM79L05ACZ (for 5 V) U5
1.5-10 pF VC1

Hamamatsu S3883, S5973-01/02 PD1
10 pF C10 & C12 alt
6.8 pF C10 & C12 alt
3.3 pF C10 & C12 alt
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CHAPTER C

EVALUATION CODES

Cross-correlation function

1 %% Coinc idence counts and f i t t i n g

2 c l e a r a l l

3 c l o s e a l l

4 %% Import data

5 Data{1} = importdata ( ’ CoincHist 2015 −06−12 14 −11−26 s e c t i o n 4 . l og ’ , ’ : ’ ) ; % +1/3

6 Data{2} = importdata ( ’ CoincHist 2015 −06−12 14 −22−07 s e c t i o n 3 . l og ’ , ’ : ’ ) ; % +1/2

7 Data{3} = importdata ( ’ CoincHist 2015 −06−12 14 −40−51 s e c t i o n 8 . l og ’ , ’ : ’ ) ; % +1/6

8 Data{4} = importdata ( ’ CoincHist 2015 −06−12 14 −54−44 s e c t i o n 3 . l og ’ , ’ : ’ ) ; % 0

9 Data{5} = importdata ( ’ CoincHist 2015 −06−12 15 −06−23 s e c t i o n 3 . l og ’ , ’ : ’ ) ; % −1/3

10 Data{6} = importdata ( ’ CoincHist 2015 −06−12 15 −09−20 s e c t i o n 5 . l og ’ , ’ : ’ ) ; % −2/3

11 Data{7} = importdata ( ’ CoincHist 2015 −06−12 15 −18−51 s e c t i o n 4 . l og ’ , ’ : ’ ) ; % −1

12 Data{8} = importdata ( ’ CoincHist 2015 −06−12 15 −33−47 s e c t i o n 3 . l og ’ , ’ : ’ ) ; % −4/3

13 Data{9} = importdata ( ’ CoincHist 2015 −06−12 15 −44−36 s e c t i o n 3 . l og ’ , ’ : ’ ) ; % −5/3

14 Data{10} = importdata ( ’ CoincHist 2015 −06−12 15 −53−59 s e c t i o n 5 . l og ’ , ’ : ’ ) ; % −2

15 Data{11} = importdata ( ’ CoincHist 2015 −06−12 16 −10−39 s e c t i o n 3 . l og ’ , ’ : ’ ) ; % −7/3

16 Data{12} = importdata ( ’ CoincHist 2015 −06−12 16 −44−05 s e c t i o n 5 . l og ’ , ’ : ’ ) ; % −8/3

17 bin = 0 .1001001 ; %% Bin s i z e

18 bins = bin ∗2 ; %% Only needed f o r p l o t s

19 f o r i = 1 : l ength ( Data )

20 Time{ i } = Data{ i } ( : , 1 ) ∗ bin ; %% Time in nanoseconds (10ˆ −9) , only us ing

f i r s t timestamp

21 Counts{ i } = Data{ i } ( : , 3 ) . /max( Data{ i } ( : , 3 ) ) ; %% Counts ( normal i sed )

22 Err{ i } = Data{ i } ( : , 3 ) . ˆ . 5 . / max( Data{ i } ( : , 3 ) ) ; %% Errors

23 end

24 %% S p l i t t i n g i t at the maximum

25 o = 10 ; %% Data over lap

26 M = 12 ; %% Data s e t to f i t

27 [Max, I max ] = max( Counts{M}) ;

28 Min = min ( Counts{M}) ;

29 i n t ime = Time{M} ( 1 : I max+o ) ;

30 i n count s = Counts{M} ( 1 : I max+o ) ;

31 de t ime = Time{M}( I max−o : l ength (Time{M}) ) ;

32 de counts = Counts{M}( I max−o : l ength (Time{M}) ) ;

33 %% F i t t i n g ( dec r ea s ing Benson 50 theory )

34 t i c ;

35 % Set up f i t t y p e and opt ions

36 f = f i t t y p e ( ’ f i t t i n g B e n s o n f o r (x , a , b gamma , c T , d xo f f , e dT , g yo f f , 1 , 1 2 0 ) ’ ) ;

%% 60 peaks in 500 ns

37 opts = f i t o p t i o n s ( f ) ;

38 opts . Display = ’ Off ’ ;

39 opts . Lower = [ −0 −0 7 −2 −0 −0 ] ;

40 opts . Robust = ’LAR’ ;

41 opts . Star tPo int = [ 1 0 .01 8 −0.6 0 .5 0 ] ; % I n i t i a l gue s s e s go here , in order abcd

from f t .
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42 opts . Upper = [ 2 1 9 2 2 1 ] ;

43 % Fit model to data

44 [ f i t r e s u l t d e , go f de , O de ] = f i t ( de time , de counts , f , opts ) ;

45 % Extract beam parameters

46 c o e f f v a l s d e = c o e f f v a l u e s ( f i t r e s u l t d e )

47 Linewidth s = c o e f f v a l s d e (2 ) ∗1000/(2∗ pi ) % Linewidth in MHz

48 FSR s = 1000/ c o e f f v a l s d e (3 ) % FSR in MHz

49 F i n e s s e s = FSR s/ Linewidth s % Fines s e

50 %% F i t t i n g ( i n c r e a s i n g Benson 50 theory )

51 % Set up f i t t y p e and opt ions

52 f = f i t t y p e ( ’ f i t t i n g B e n s o n f o r (x , a , b gamma , c T , d xo f f , e dT , g yo f f , 0 , 1 2 0 ) ’ ) ;

%% 60 peaks in 500 ns

53 opts = f i t o p t i o n s ( f ) ;

54 opts . Display = ’ Off ’ ;

55 opts . Lower = [ −0 −0 7 −10 −0 −0 ] ;

56 opts . Robust = ’LAR’ ;

57 opts . Star tPo int = [ 1 0 .01 8 −0.6 1 0 ] ; % I n i t i a l gue s s e s go here , in order abcd

from f t .

58 opts . Upper = [ 20 1 9 10 100 1 ] ;

59 % Fit model to data

60 [ f i t r e s u l t i n , go f i n , O in ] = f i t ( in t ime , in counts , f , opts ) ;

61 % Extract beam parameters

62 c o e f f v a l s i n = c o e f f v a l u e s ( f i t r e s u l t i n )

63 Linewidth i = c o e f f v a l s i n (2 ) ∗1000/(2∗ pi ) % Linewidth in MHz

64 FSR i = 1000/ c o e f f v a l s i n (3 ) % FSR in MHz

65 F i n e s s e i = FSR i/ L inewidth i % Fines s e

66 Toc = toc

With fitting function:

1 f unc t i on y = f i t t i n g B e n s o n f o r (x , a , gamma,T, xo f f , dT, yo f f , down1 , peaks )

2 % F i t t i n g func t i on from Benson paper PRA77 023826

3 i f down1 == 1

4 y1 ( : , 1 ) = exp(−0∗gamma∗T−4∗(0∗T−(x−x o f f ) ) .ˆ2/dTˆ2) ;

5 f o r i = 1 : peaks

6 y1 ( : , i +1) = y1 ( : , i ) + exp(− i ∗gamma∗T−4∗( i ∗T−(x−x o f f ) ) .ˆ2/dTˆ2) ;

7 end

8 y = a ∗( y1 ( : , peaks+1) ) + y o f f ;

9 e l s e

10 y2 ( : , 1 ) = exp(−0∗gamma∗T−4∗(−0∗T−(x−x o f f ) ) .ˆ2/dTˆ2) ;

11 f o r i = 1 : peaks

12 y2 ( : , i +1) = y2 ( : , i ) + exp(− i ∗gamma∗T−4∗(− i ∗T−(x−x o f f ) ) .ˆ2/dTˆ2) ;

13 end

14 y = a ∗( y2 ( : , peaks+1) ) + y o f f ;

15 end

Auto-correlation function

1 %% Manually p roce s s TTM f i l e s o f g2 measurement

2 c l e a r a l l

3 c l o s e a l l

4 t i c

5 di sp ( [ ’ S ta r t : ’ , d a t e s t r (now , ’dd−mm−yyyy HH:MM: SS ’ ) ] )

6 %% Test ing i f f i l e e x i s t s

7 prompt = { ’Window s i z e in ns : ’ } ;

8 t i t l e = ’Window s i z e ’ ;

9 answer = inputd lg ( prompt , t i t l e ) ;

10 window = st r2doub l e ( answer {1}) ;

11 Bool = ques td lg ( ’ Exclude double counts ? ’ , ’ Doubles ? ’ , ’ Yes ’ , ’No ’ , ’ Yes ’ ) ;
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12 switch Bool

13 case ’ Yes ’ ,

14 ex = e x i s t ( [ ’ g 2 f i l t e r ’ , num2str ( window ) , ’ . mat ’ ] ) ;

15 case ’No ’ ,

16 ex = e x i s t ( [ ’ g 2 f i l t e r ’ , num2str ( window ) , ’ dc . mat ’ ] ) ;

17 end

18 di sp ( [ num2str ( window ) , ’ ns window , exc lude double counts : ’ , Bool ] )

19 i f ex == 2 ;

20 YN = ques td lg ( ’Do you want to ove rwr i t e ’ , ’The f i l e a l r eady e x i s t ’ , ’ Yes ’ , ’No ’ , ’No ’ ) ;

21 switch YN

22 case ’ Yes ’

23 Re = ques td lg ( ’ Rea l ly ’ , ’The f i l e a l r eady e x i s t ’ , ’ Yes ’ , ’No ’ , ’No ’ ) ;

24 switch Re

25 case ’ Yes ’

26 ex = 1000 ;

27 case ’No ’

28 r e turn

29 end

30 case ’No ’

31 switch Bool

32 case ’ Yes ’ ,

33 ld = load ( [ ’ g 2 f i l t e r ’ , num2str ( window ) , ’ . mat ’ ] ) ;

34 case ’No ’ ,

35 ld = load ( [ ’ g 2 f i l t e r ’ , num2str ( window ) , ’ dc . mat ’ ] ) ;

36 end

37 di sp ( ’ Using o ld f i l e ’ )

38 Di f f 12 = ld . D i f f 12 ;

39 Di f f 13 = ld . D i f f 13 ;

40 Di f f 123 = ld . D i f f 123 ;

41 N1 = ld . N1 ;

42 N2 = ld . N2 ;

43 N3 = ld . N3 ;

44 N12 = ld . N12 ;

45 N13 = ld . N13 ;

46 N123 = ld . N123 ;

47 end

48 end

49 i f ex ˜= 2 ;

50 %% Input

51 fn {1} = ’ TimeTagsOut−2016−05−30−12−59−20. dat ’ ; % No f i l t e r f o r N1

52 fname{1} = fn {1} ;

53 f o r I = 1 : l ength ( fname ) ;

54 [ channel { I } , ˜ , t t { I } ] = ReadTimetags ( fname{ I }) ; % Reading out channel and timetag

in fo rmat ion

55 di sp ( ’ Loading done ’ )

56 %% Separat ing channe l s & cut t ing i t down to ’Max’ number o f counts on one channel ( g e t t i n g r i d

o f a l l l a t e r counts on the other channel too )

57 i = channel { I } == 0 ; t t t { I } = t t { I }( i ) ; %% CH 0 timetags , t r i g g e r

58 j = channel { I } == 1 ; t t ch1o { I } = t t { I }( j ) ; %% CH 1 t imetags

59 k = channel { I } == 2 ; t t ch2o { I } = t t { I }( k ) ; %% CH 2 t imetags

60 max = length ( t t t { I }) ;

61 xx = t t t { I }(max) − t t ch1o { I } ˜= 0 ; t t ch1 { I } = tt ch1o { I }( xx ) ; %% Adjust ing ch1 to same

time frame

62 yy = t t t { I }(max) − t t ch2o { I } ˜= 0 ; t t ch2 { I } = tt ch2o { I }( yy ) ; %% Adjust ing ch2 to same

time frame

63 %% Finding tt12 , t t13 and tt123 and accord ing time d i f f e r e n c e s f o r 1500 ns time window

64 di sp ( [ ’ Dataset ’ , num2str ( I ) , ’ s t a r t e d : ’ , d a t e s t r (now , ’dd−mm−yyyy HH:MM: SS ’ ) ] )

65 [ N12{ I } , N13{ I } , N23{ I } , N123{ I } , t t12 { I } , t t13 { I } , t t123 { I } ] = S o r t T T g 2 f i l t e r ( t t t { I } ,

t t ch1 { I } , t t ch2 { I } , window , Bool ) ;

66 a = tt12 { I } ( : , 1 )− t t12 { I } ( : , 2 ) ;

67 a = double ( a ) ;

68 b = tt12 { I } ( : , 2 )− t t12 { I } ( : , 1 ) ;
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69 b = double (b) ;

70 Di f f 12 { I } ( : , 1 ) = a−b ; % Time d i f f e r e n c e in bins ,

co inc : t r i g g e r − ch1

71 a = tt13 { I } ( : , 1 )− t t13 { I } ( : , 2 ) ;

72 a = double ( a ) ;

73 b = tt13 { I } ( : , 2 )− t t13 { I } ( : , 1 ) ;

74 b = double (b) ;

75 Di f f 13 { I } ( : , 1 ) = a−b ; % Time d i f f e r e n c e in bins ,

co inc : t r i g g e r − ch2

76 a = tt123 { I } ( : , 1 )− t t123 { I } ( : , 2 ) ;

77 a = double ( a ) ;

78 b = tt123 { I } ( : , 2 )− t t123 { I } ( : , 1 ) ;

79 b = double (b) ;

80 Di f f 123 { I } ( : , 1 ) = a−b ; % Time d i f f e r e n c e in bins ,

t r i p l e s : t r i g g e r − ch1

81 a = tt123 { I } ( : , 1 )− t t123 { I } ( : , 3 ) ;

82 a = double ( a ) ;

83 b = tt123 { I } ( : , 3 )− t t123 { I } ( : , 1 ) ;

84 b = double (b) ;

85 Di f f 123 { I } ( : , 2 ) = a−b ; % Time d i f f e r e n c e in bins ,

t r i p l e s : t r i g g e r − ch2

86 a = tt123 { I } ( : , 2 )− t t123 { I } ( : , 3 ) ;

87 a = double ( a ) ;

88 b = tt123 { I } ( : , 3 )− t t123 { I } ( : , 2 ) ;

89 b = double (b) ;

90 Di f f 123 { I } ( : , 3 ) = a−b ; % Time d i f f e r e n c e in bins ,

t r i p l e s : ch1 − ch2

91 %% Calcu la t ing N1 , N2 , N3 from main f i l e

92 di sp ( ’ Ca l cu l a t ing N1 ’ )

93 [ channel1 { I } , ˜ , t t1 { I } ] = ReadTimetags ( fn { I }) ; % Reading out channel and timetag

in fo rmat ion

94 i i = channel1 { I } == 0 ; t t t { I } = tt1 { I }( i i ) ; N1{ I } = length ( t t t { I }) ; %% CH 0 = N1 ,

t r i g g e r

95 j j = channel1 { I } == 1 ; t t01 { I } = tt1 { I }( j j ) ; N2{ I } = length ( t t01 { I }) ; %% CH 1 = N2

96 kk = channel1 { I } == 2 ; t t02 { I } = tt1 { I }( kk ) ; N3{ I } = length ( t t02 { I }) ; %% CH 2 = N3

97 di sp ( ’Done ’ )

98 end

99 end

100 %% F i l t e r i n g step : only take c o i n c i d e n c e s with in i n t e g e r m u l t i p l e s o f 1/FSR

101 gtwo = ques td lg ( ’ g2 (0 ) ? ’ , ’ g2 (0 ) ? ’ , ’ Yes ’ , ’No ’ , ’ Yes ’ ) ;

102 switch gtwo

103 case ’ Yes ’

104 %% Adjust ing t r i p l e s to exc lude ones where 23 are too f a r away from each other

105 windowa = window /2 ; % Adjust ing time

window f o r t r i p l e s (2 and 3 need to be with in +/− window/2 o f each other )

106 s = s i z e ( D i f f 123 ) ;

107 f o r I = 1 : s (2 )

108 nn = abs ( D i f f 123 { I } ( : , 3 ) ) <= windowa /0 .0823045 ;

109 f o r pp = 1 :3

110 Di f f123a { I } ( : , pp ) = Di f f 123 { I }(nn , pp) ;

111 end

112 Di f f 123 { I } = Di f f123a { I } ;

113 end

114 di sp ( ’ F i l t e r i n g . . . ’ )

115 FSR = 8 .28/0 . 0823045 ; % FSR in b ins

116 dss = 12 ; % Bin width o f

the sum

117 ds = [ 50 , 44 , 40 , 36 , 32 , 28 , 24 , 20 , 16 , 12 , 10 , 8 , 6 , 4 ] ; % Bin width o f

the sum

118 %% N12 (0)

119 f o r I = 1 : l ength ( D i f f 12 )

120 dT12{ I } = max( Di f f 12 { I })−min( D i f f 12 { I }) +1; % Overa l l
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time d i f f e r e n c e s

121 Hist12 { I } = zero s (dT12{ I } , 2 ) ;

122 Hist12 { I } ( : , 1 ) = (min ( D i f f 12 { I }) : max( D i f f 12 { I }) ) ’ ;

123 f o r m = 0 : dT12{ I }−1

124 Hist12 { I }(m+1 ,2) = sum( Di f f 12 { I } == min ( D i f f 12 { I })+ m) ; % Bin &

accord ing photons in that bin ( Histogram )

125 end

126 range = 3/0 .0823045 ; % Range

around middle peak to look f o r a maximum

127 [ Maxi12{ I } , Ind12{ I } ] = max( Hist12 { I }( f l o o r (dT12{ I }/2− range ) : f l o o r (dT12{ I}/2+range ) ,2 ) ) ;

128 Ind12{ I } = Ind12{ I}+ f l o o r (dT12{ I }/2− range ) −1;

% Index o f c en t e r peak

129 o f f s e t (1 ) = Hist12 { I }( Ind12{ I }) ; %

O f f s e t from prev ious maximum

130 nmax12 = f l o o r (dT12{ I }/2/FSR) ;

131 f o r Z = 1 : l ength ( ds )

132 m = −(nmax12) ;

133 T{Z} = ( round (m∗FSR−ds (Z) /2)+o f f s e t (1 ) : round (m∗FSR+ds (Z) /2)+o f f s e t (1 ) ) ’ ;

134 f o r m = −nmax12+1:nmax12

135 T{Z} = [ T{Z} ; ( round (m∗FSR−ds (Z) /2)+o f f s e t (1 ) : round (m∗FSR+ds (Z) /2)+o f f s e t (1 )

) ’ ] ; % Vector f i l l e d with GOOD time bins

136 end

137 N12f (Z , I ) =0;

138 f o r J = 1 : l ength ( D i f f 12 { I })

139 N12f (Z , I ) = sum(T{Z} == Di f f 12 { I }( J ) )+N12f (Z , I ) ;

140 end

141 end

142 di sp ( [ ’N12 f i n i s h e d : ’ , d a t e s t r (now , ’dd−mm−yyyy HH:MM: SS ’ ) ] )

143 end

144 %% N13 (0)

145 f o r I = 1 : l ength ( D i f f 13 )

146 dT13{ I } = max( Di f f 13 { I })−min( D i f f 13 { I }) +1; % Overa l l

time d i f f e r e n c e s

147 Hist13 { I } = zero s (dT13{ I } , 2 ) ;

148 Hist13 { I } ( : , 1 ) = (min ( D i f f 13 { I }) : max( D i f f 13 { I }) ) ’ ;

149 f o r m = 0 : dT13{ I }−1

150 Hist13 { I }(m+1 ,2) = sum( Di f f 13 { I } == min ( D i f f 13 { I })+ m) ; % Bin &

accord ing photons in that bin ( Histogram )

151 end

152 [ Maxi13{ I } , Ind13{ I } ] = max( Hist13 { I }( f l o o r (dT13{ I }/2− range ) : f l o o r (dT13{ I}/2+range ) ,2 ) ) ;

153 Ind13{ I } = Ind13{ I}+ f l o o r (dT13{ I }/2− range ) −1;

% Index o f c en t e r peak

154 o f f s e t (2 ) = Hist13 { I }( Ind13{ I }) ; %

O f f s e t from prev ious maximum

155 nmax13 = f l o o r (dT13{ I }/2/FSR) ;

156 f o r Z = 1 : l ength ( ds )

157 m = −(nmax13) ;

158 T{Z} = ( round (m∗FSR−ds (Z) /2)+o f f s e t (2 ) : round (m∗FSR+ds (Z) /2)+o f f s e t (2 ) ) ’ ;

159 f o r m = −nmax13+1:nmax13

160 T{Z} = [ T{Z} ; ( round (m∗FSR−ds (Z) /2)+o f f s e t (2 ) : round (m∗FSR+ds (Z) /2)+o f f s e t (2 )

) ’ ] ; % Vector f i l l e d with GOOD time bins

161 end

162 N13f (Z , I ) =0;

163 f o r J = 1 : l ength ( D i f f 13 { I })

164 N13f (Z , I ) = sum(T{Z} == Di f f 13 { I }( J ) )+N13f (Z , I ) ;

165 end

166 end

167 di sp ( [ ’N13 f i n i s h e d : ’ , d a t e s t r (now , ’dd−mm−yyyy HH:MM: SS ’ ) ] )

168 end

169 %% N123 (0)

170 f o r I = 1 : l ength ( Di f f 123 )

171 f o r q = 1 :2
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172 dT123{ I }( q ) = max( Di f f 123 { I } ( : , q ) )−min( Di f f 123 { I } ( : , q ) ) +1; %

Overa l l time d i f f e r e n c e s

173 Hist123 { I , q} = ze ro s ( dT123{ I }( q ) ,2 ) ;

174 Hist123 { I , q } ( : , 1 ) = (min ( Di f f 123 { I } ( : , q ) ) : max( Di f f 123 { I } ( : , q ) ) ) ’ ;

175 f o r m = 0 : dT123{ I }( q )

176 Hist123 { I , q}(m+1 ,2) = sum( Di f f 123 { I } ( : , q ) == min( Di f f 123 { I } ( : , q ) )+ m) ;

% Bin & accord ing photons in that bin ( Histogram )

177 end

178 end

179 nmax(1) = nmax12 ;

180 nmax(2) = nmax13 ;

181 f o r Z = 1 : l ength ( ds )

182 f o r q = 1 :2

183 m = −nmax( q ) ;

184 T{Z} = ( round (m∗FSR−ds (Z) /2)+o f f s e t ( q ) : round (m∗FSR+ds (Z) /2)+o f f s e t ( q ) ) ’ ;

185 f o r m = −nmax( q ) +1:nmax( q )

186 T{Z} = [ T{Z} ; ( round (m∗FSR−ds (Z) /2)+o f f s e t ( q ) : round (m∗FSR+ds (Z) /2)+o f f s e t ( q )

) ’ ] ; % Vector f i l l e d with GOOD time bins

187 end

188 f o r J = 1 : l ength ( Di f f 123 { I })

189 L{Z}(q , J ) = sum(T{Z} == Di f f 123 { I }(J , q ) ) ;

190 end

191 end

192 n123 {1 ,Z} = (L{1 ,Z } ( 1 , : ) + L{1 ,Z } ( 2 , : ) ) == 2 ;

193 N123f (Z , I ) = sum( n123{Z}) ;

194 end

195 di sp ( [ ’N123 f i n i s h e d : ’ , d a t e s t r (now , ’dd−mm−yyyy HH:MM: SS ’ ) ] )

196 end

197 %% g0

198 g2 = N1{ I }∗N123f . / ( N12f .∗ N13f ) ;

199 g2er r = g2 . ∗ ( ( N1{ I }) .ˆ−1+( N123f ) .ˆ−1+( N12f ) .ˆ−1+(N13f ) .ˆ −1) . ˆ 0 . 5 ;

200 case ’No ’

201 promp = { ’ F i l t e r s i z e in ns : ’ } ;

202 t i t l = ’ F i l t e r s i z e ’ ;

203 answe = inputd lg (promp , t i t l ) ;

204 win = st r2doub l e ( answe {1}) ;

205 %% Adjust ing t r i p l e s to exc lude ones where 23 are too f a r away from each other

206 di sp ( ’ F i l t e r i n g g2 ( t ) . . . ’ )

207 FSR = 8 .28/0 . 0823045 ; % FSR in b ins

208 ds = 12 ; % 1.07 ns (13∗82 .3

ps ) bin width o f the sum

209 Zero = ( −181∗8 . 28 : 8 . 28 : 1500 ) ; % t in ns ,

ze ro po int around which c o i n c i d e n c e s are taken , moving in FSRs

210 Wind = f l o o r ( win /8 .28/2) ; % Window in FSR

211 %% N12( t ) , a c t u a l l y N12 (0) −−> s e e formula f o r g2 ( t )

212 f o r I = 1 : l ength ( D i f f 12 )

213 dT12{ I } = max( Di f f 12 { I })−min( D i f f 12 { I }) +1; % Overa l l

time d i f f e r e n c e s

214 Hist12 { I } = zero s (dT12{ I } , 2 ) ;

215 Hist12 { I } ( : , 1 ) = (min ( D i f f 12 { I }) : max( D i f f 12 { I }) ) ’ ;

216 f o r m = 0 : dT12{ I }−1

217 Hist12 { I }(m+1 ,2) = sum( Di f f 12 { I } == min ( D i f f 12 { I })+ m) ; % Bin &

accord ing photons in that bin ( Histogram )

218 end

219 range = 3/0 .0823045 ; % Range

around middle peak to look f o r a maximum

220 [ Maxi12{ I } , Ind12{ I } ] = max( Hist12 { I }( f l o o r (dT12{ I }/2− range ) : f l o o r (dT12{ I}/2+range ) ,2 ) ) ;

221 Ind12{ I } = Ind12{ I}+ f l o o r (dT12{ I }/2− range ) −1;

% Index o f c en t e r peak

222 o f f s e t (1 ) = Hist12 { I }( Ind12{ I }) ; %

O f f s e t from prev ious maximum

223 nmax12 = Wind ;
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224 f o r Z = 1 : l ength ( ds )

225 m = −(nmax12) ;

226 T{Z} = ( round (m∗FSR−ds (Z) /2)+o f f s e t (1 ) : round (m∗FSR+ds (Z) /2)+o f f s e t (1 ) ) ’ ;

227 f o r m = −nmax12+1:nmax12

228 T{Z} = [ T{Z} ; ( round (m∗FSR−ds (Z) /2)+o f f s e t (1 ) : round (m∗FSR+ds (Z) /2)+o f f s e t (1 )

) ’ ] ; % Vector f i l l e d with GOOD time bins

229 end

230 N12f (Z , I ) =0;

231 f o r J = 1 : l ength ( D i f f 12 { I })

232 N12f (Z , I ) = sum(T{Z} == Di f f 12 { I }( J ) )+N12f (Z , I ) ;

233 end

234 end

235 di sp ( [ ’N12 f i n i s h e d : ’ , d a t e s t r (now , ’dd−mm−yyyy HH:MM: SS ’ ) ] )

236 end

237 %% N13( t )

238 f o r I = 1 : l ength ( D i f f 13 ) % F i l t e r i n g N12

239 dT13{ I } = max( Di f f 13 { I })−min( D i f f 13 { I }) +1; % Overa l l

time d i f f e r e n c e s

240 Hist13 { I } = zero s (dT13{ I } , 2 ) ;

241 Hist13 { I } ( : , 1 ) = (min ( D i f f 13 { I }) : max( D i f f 13 { I }) ) ’ ;

242 f o r m = 0 : dT13{ I }−1

243 Hist13 { I }(m+1 ,2) = sum( Di f f 13 { I } == min ( D i f f 13 { I })+ m) ; % Bin &

accord ing photons in that bin ( Histogram )

244 end

245 range = 3/0 .0823045 ; % Range

around middle peak to look f o r a maximum

246 [ Maxi13{ I } , Ind13{ I } ] = max( Hist13 { I }( f l o o r (dT13{ I }/2− range ) : f l o o r (dT13{ I}/2+range ) ,2 ) ) ;

247 Ind13{ I } = Ind13{ I}+ f l o o r (dT13{ I }/2− range ) −1;

% Index o f c en t e r peak

248 o f f s e t (2 ) = Hist13 { I }( Ind13{ I }) ; %

O f f s e t from prev ious maximum

249 nmax13 = Wind ;

250 f o r Zer = 1 : l ength ( Zero )

251 m = −(nmax13) ;

252 T{Zer} = ( round ( (m+Zer −1)∗FSR−ds /2)+o f f s e t (2 ) : round ( (m+Zer −1)∗FSR+ds /2)+o f f s e t (2 ) )

’ ;

253 f o r m = −nmax13+1:nmax13

254 T{Zer} = [ T{Zer} ; ( round ( (m+Zer −1)∗FSR−ds /2)+o f f s e t (2 ) : round ( (m+Zer −1)∗FSR+

ds /2)+o f f s e t (2 ) ) ’ ] ; % Vector f i l l e d with GOOD time bins around Zero ( in

un i t s o f FSR)

255 end

256 N13t ( Zer , I ) =0;

257 f o r J = 1 : l ength ( D i f f 13 { I })

258 N13t ( Zer , I ) = sum(T{Zer} == Di f f 13 { I }( J ) )+N13t ( Zer , I ) ;

259 end

260 i f mod( Zer , 5 ) == 0

261 Zer

262 end

263 end

264 di sp ( [ ’N13 f i n i s h e d : ’ , d a t e s t r (now , ’dd−mm−yyyy HH:MM: SS ’ ) ] )

265 end

266 %% N123( t )

267 wina = win /2 ; % Adjust ing time

window f o r t r i p l e s (2 and 3 need to be with in +/− window/2 o f each other )

268 s = s i z e ( D i f f 123 ) ;

269 f o r I = 1 : l ength ( Di f f 123 )

270 f o r q = 1 :2

271 dT123{ I }( q ) = max( Di f f 123 { I } ( : , q ) )−min( Di f f 123 { I } ( : , q ) ) +1; %

Overa l l time d i f f e r e n c e s

272 Hist123 { I , q} = zero s ( dT123{ I }( q ) ,2 ) ;

273 Hist123 { I , q } ( : , 1 ) = (min ( Di f f 123 { I } ( : , q ) ) : max( Di f f 123 { I } ( : , q ) ) ) ’ ;

274 f o r m = 0 : dT123{ I }( q )
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275 Hist123 { I , q}(m+1 ,2) = sum( Di f f 123 { I } ( : , q ) == min( Di f f 123 { I } ( : , q ) )+ m) ;

% Bin & accord ing photons in that bin ( Histogram )

276 end

277 end

278 nmax(1) = nmax12 ;

279 nmax(2) = nmax13 ;

280 f o r Zer = 1 : l ength ( Zero ) %

Changing p r e f i l t e r D i f f 123 time window one FSR to the r i g h t every time

281 nn = Di f f 123 { I } ( : , 3 ) <= wina /0.0823045+ Zer∗FSR;

282 mm = Di f f 123 { I } ( : , 3 ) >= −wina /0.0823045+ Zer∗FSR;

283 l l = (nn+mm) == 2 ;

284 f o r pp = 1 :3

285 Di f f123a {Zer , I } ( : , pp ) = Di f f 123 { I }( l l , pp ) ;

286 end

287 f o r q = 1 :2

288 m = −(nmax( q ) ) ;

289 T{Zer} = ( round ( (m+Zer −1)∗FSR−ds /2)+o f f s e t ( q ) : round ( (m+Zer −1)∗FSR+ds /2)+o f f s e t ( q ) )

’ ;

290 f o r m = −nmax( q ) +1:nmax( q )

291 T{Zer} = [ T{Zer} ; ( round ( (m+Zer −1)∗FSR−ds /2)+o f f s e t ( q ) : round ( (m+Zer −1)∗FSR+

ds /2)+o f f s e t ( q ) ) ’ ] ; % Vector f i l l e d with GOOD time bins around Zero ( in

un i t s o f FSR)

292 end

293 f o r J = 1 : l ength ( Di f f 123a {Zer , I })

294 L(q , J ) = sum(T{Zer} == Di f f123a {Zer , I }(J , q ) ) ;

295 end

296 end

297 n123{1} = (L ( 1 , : ) + L ( 2 , : ) ) == 2 ;

298 N123t ( Zer , I ) = sum( n123 {1}) ;

299 i f mod( Zer , 5 ) == 0

300 Zer

301 end

302 end

303 di sp ( [ ’N123 f i n i s h e d : ’ , d a t e s t r (now , ’dd−mm−yyyy HH:MM: SS ’ ) ] )

304 end

305 %% g2 ( t )

306 g2t = N1{ I }∗N123t . / ( N12f .∗ N13t ) ;

307 g 2 t e r r = g2t . ∗ ( ( N1{ I }) .ˆ−1+(N123t ) .ˆ−1+( N12f ) .ˆ−1+(N13t ) .ˆ −1) . ˆ 0 . 5 ;

308 end

309 %% End

310 di sp ( [ ’End : ’ , d a t e s t r (now , ’dd−mm−yyyy HH:MM: SS ’ ) ] )

With ReadTimetags, a function provided by the manufacturer of the TTM box to read the
stored information of the photon arrival times. SortTT g2 filter is a sorting function, deter-
mining coincidences in post processing and given as:

1 %% Function to read time tags and s o r t them and save them in f i l e

2 f unc t i on [ N12 , N13 , N23 , N123 , tt12 , tt13 , t t123 ] = S o r t T T g 2 f i l t e r ( t t t , t t ch1 , t t ch2 ,w, Bool

)

3 %% Finding numbers f o r s i n g l e s and c o i n c i d e n c e s

4 N1 = length ( t t t ) ;

5 N2 = length ( t t ch1 ) ;

6 N3 = length ( t t ch2 ) ;

7 W = f l o o r (w/0.0823045/2) ; % Window h a l f in bins , used one to the r i g h t and

one to the l e f t f o r f u l l window

8 N12 = 0 ; % P r e a l l o c a t i n g ! ! !

9 N13 = 0 ;

10 t t12 = ze ro s (N1 , 2 , ’ u int64 ’ ) ;

11 t t13 = ze ro s (N1 , 2 , ’ u int64 ’ ) ;

12 Bool12 = ze ro s (1 ,N1) ;

13 Bool12 (1 ) = 1 ;
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14 Bool13 = ze ro s (1 ,N1) ;

15 Bool13 (1 ) = 1 ;

16 I = 2 ;

17 J = 2 ;

18 di sp ( [ ’ S t a r t i ng c o i n c i d e n c e s : ’ , d a t e s t r (now , ’dd−mm−yyyy HH:MM: SS ’ ) ] )

19 switch Bool

20 case ’ Yes ’ ,

21 whi le I <= N1 && J <= N2

22 i f ( t t ch1 ( J ) <= t t t ( I ) + W) && ( t t ch1 ( J ) >= t t t ( I ) − W) ;

23 N12 (1) = N12 (1) + 1 ;

24 t t12 (N12 (1) , : ) = [ t t t ( I ) , t t ch1 ( J ) ] ;

25 I = I +1;

26 J = J+1;

27 e l s e i f ( t t ch1 ( J ) > t t t ( I ) + W)

28 I = I +1;

29 e l s e

30 J = J+1;

31 end

32 t e s t = mod( I ,5000000) ;

33 i f t e s t == 0

34 di sp ( [ num2str ( I ) , ’ done : ’ , d a t e s t r (now , ’dd−mm−yyyy HH:MM: SS ’ ) ] )

35 end

36 end

37 di sp ( [ ’ t12 done : ’ , d a t e s t r (now , ’dd−mm−yyyy HH:MM: SS ’ ) ] )

38 I = 1 ;

39 J = 1 ;

40 whi le I <= N1 && J <= N3

41 i f ( t t ch2 ( J ) <= t t t ( I ) + W) && ( t t ch2 ( J ) >= t t t ( I ) − W) ;

42 N13 (1) = N13 (1) + 1 ;

43 t t13 (N13 (1) , : ) = [ t t t ( I ) , t t ch2 ( J ) ] ;

44 I = I +1;

45 J = J+1;

46 e l s e i f ( t t ch2 ( J ) > t t t ( I ) + W)

47 I = I +1;

48 e l s e

49 J = J+1;

50 end

51 t e s t = mod( I ,5000000) ;

52 i f t e s t == 0

53 di sp ( [ num2str ( I ) , ’ done : ’ , d a t e s t r (now , ’dd−mm−yyyy HH:MM: SS ’ ) ] )

54 end

55 end

56 di sp ( [ ’ t13 done : ’ , d a t e s t r (now , ’dd−mm−yyyy HH:MM: SS ’ ) ] )

57 case ’No ’ ,

58 whi le I <= N1 && J <= N2

59 i f ( ( t t ch1 ( J ) <= t t t ( I ) + W) && ( t t ch1 ( J ) >= t t t ( I ) − W) ) ; % J

i s with in the window , count i t

% Bool =

yes , count i t

60 N12 (1) = N12 (1) + 1 ;

61 t t12 (N12 (1) , : ) = [ t t t ( I ) , t t ch1 ( J ) ] ;

62 J = J+1; %

Move to the next J forward

63 e l s e i f ( t t ch1 ( J ) > t t t ( I ) + W) % J

i s h igher than h igher end o f window , move I forward

64 Bool12 ( I ) = ( ( t t ch1 (J−1) <= t t t ( I ) + W) && ( t t ch1 (J−1) >= t t t ( I ) − W) ) ;

65 I = I +1;

66 i f Bool12 ( I −1) ;

67 whi le ( t t ch1 ( J ) >= t t t ( I ) − W) % J

i s h igher than lower end o f window , move J back u n t i l i t ’ s lower than

window

68 J = J−1;
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69 end

70 end

71 e l s e

72 J = J+1; % J

i s lower than window , move J forward

73 end

74 t e s t = mod( I ,5000000) ;

75 i f t e s t == 0

76 di sp ( [ num2str ( I ) , ’ done : ’ , d a t e s t r (now , ’dd−mm−yyyy HH:MM: SS ’ ) ] )

77 end

78 end

79 di sp ( [ ’ t12 done : ’ , d a t e s t r (now , ’dd−mm−yyyy HH:MM: SS ’ ) ] )

80 I = 2 ;

81 J = 2 ;

82 whi le I <= N1 && J <= N3

83 i f ( t t ch2 ( J ) <= t t t ( I ) + W) && ( t t ch2 ( J ) >= t t t ( I ) − W) ;

84 N13 (1) = N13 (1) + 1 ;

85 t t13 (N13 (1) , : ) = [ t t t ( I ) , t t ch2 ( J ) ] ;

86 J = J+1;

87 e l s e i f ( t t ch2 ( J ) > t t t ( I ) + W)

88 Bool13 ( I ) = ( ( t t ch2 (J−1) <= t t t ( I ) + W) && ( t t ch2 (J−1) >= t t t ( I ) − W) ) ;

89 I = I +1;

90 i f Bool13 ( I −1) ;

91 whi le ( t t ch2 ( J ) >= t t t ( I ) − W) % J

i s h igher than lower end o f window , move J back u n t i l i t ’ s lower than

window

92 J = J−1;

93 end

94 end

95 e l s e

96 J = J+1;

97 end

98 t e s t = mod( I ,5000000) ;

99 i f t e s t == 0

100 di sp ( [ num2str ( I ) , ’ done : ’ , d a t e s t r (now , ’dd−mm−yyyy HH:MM: SS ’ ) ] )

101 end

102 end

103 di sp ( [ ’ t13 done : ’ , d a t e s t r (now , ’dd−mm−yyyy HH:MM: SS ’ ) ] )

104 end

105 t t12 ( ˜any ( t t12 , 2 ) , : ) = [ ] ;

106 t t13 ( ˜any ( t t13 , 2 ) , : ) = [ ] ;

107 %% Finding numbers f o r t r i p l e s

108 N23 = 0 ;

109 N123 = 0 ;

110 t ch1 = ze ro s (N3 , 2 , ’ u int64 ’ ) ;

111 t ch2 = ze ro s (N3 , 2 , ’ u int64 ’ ) ;

112 t t123 = ze ro s ( l ength ( t ch1 ) ,3 , ’ u int64 ’ ) ;

113 Bool23 = ze ro s (1 ,N3) ;

114 Bool23 (1 ) = 1 ;

115 J = 2 ;

116 K = 2 ;

117 switch Bool

118 case ’ Yes ’ ,

119 whi le I <= length ( t t t ) && J <= length ( t t ch1 ) && K <= length ( t t ch2 )

120 i f ( t t ch1 ( J ) <= t t t ( I ) + W) && ( t t ch1 ( J ) >= t t t ( I ) − W) && ( t t ch2 (K) <= t t t (

I ) + W) && ( t t ch2 (K) >= t t t ( I ) − W) ;

121 N123 (1) = N123 (1 ) + 1 ;

122 t t123 (N123 (1 ) , : ) = [ t t t ( I ) , t t ch1 ( J ) , t t ch2 (K) ] ;

123 I = I +1;

124 J = J+1;

125 K = K+1;

126 e l s e i f ( t t ch1 ( J ) > t t t ( I ) + W) | | ( t t ch2 (K) > t t t ( I ) + W)
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127 I = I +1;

128 e l s e i f ( t t ch1 ( J ) < t t t ( I ) − W) && ( t t ch2 (K) > t t t ( I ) − W)

129 J = J+1;

130 e l s e i f ( t t ch1 ( J ) > t t t ( I ) − W) && ( t t ch2 (K) < t t t ( I ) − W)

131 K = K+1;

132 e l s e

133 J = J+1;

134 K = K+1;

135 end

136 t e s t = mod( I ,5000000) ;

137 i f t e s t == 0

138 di sp ( [ num2str ( I ) , ’ done : ’ , d a t e s t r (now , ’dd−mm−yyyy HH:MM: SS ’ ) ] )

139 end

140 end

141 t t123 ( ˜any ( tt123 , 2 ) , : ) = [ ] ;

142 di sp ( [ ’ T r i p l e s done : ’ , d a t e s t r (now , ’dd−mm−yyyy HH:MM: SS ’ ) ] )

143 case ’No ’ ,

144 whi le J <= N2 && K <= N3

% P r e f i l t e r J and K

to be with in window j u s t as above

145 i f ( ( t t ch1 ( J ) <= tt ch2 (K) + W) && ( t t ch1 ( J ) >= tt ch2 (K) − W) ) ;

% J i s with in the window , count i t

% Bool

= yes , count i t

146 N23 (1) = N23 (1) + 1 ;

147 t ch1 (N23 (1 ) ) = t t ch1 ( J ) ;

148 t ch2 (N23 (1 ) ) = t t ch2 (K) ;

149 J = J+1;

%

Move to the next J forward

150 e l s e i f ( t t ch1 ( J ) > t t ch2 (K) + W)

% J i s h igher than h igher end

o f window , move K forward

151 Bool23 (K) = ( ( t t ch1 (J−1) <= tt ch2 (K) + W) && ( t t ch1 (J−1) >= tt ch2 (K) −

W) ) ;

152 K = K+1;

153 i f Bool23 (K−1) ;

154 whi le ( t t ch1 ( J ) >= tt ch2 (K) − W)

% J i s h igher than lower end

o f window , move J back u n t i l i t ’ s lower than window

155 J = J−1;

156 end

157 end

158 e l s e

159 J = J+1;

% J

i s lower than window , move J forward

160 end

161 t e s t = mod(K,5000000) ;

162 i f t e s t == 0

163 di sp ( [ num2str (K) , ’ p r e f i l t e r done : ’ , d a t e s t r (now , ’dd−mm−yyyy HH:MM: SS ’ ) ] )

164 end

165 end

166 t ch1 ( ˜any ( t ch1 , 2 ) , : ) = [ ] ;

167 t ch2 ( ˜any ( t ch2 , 2 ) , : ) = [ ] ;

168 di sp ( [ ’ P r e f i l t e r i n g done : ’ , d a t e s t r (now , ’dd−mm−yyyy HH:MM: SS ’ ) ] )

169 %% Star t r e a l f i l t e r i n g

170 L = 1 ;

171 whi le L <= length ( t ch1 )

172 I = 1 ;

173 JJ = t ch1 (L) == tt12 ( : , 2 ) ;

174 t t = tt12 ( JJ , 1 ) ;
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175 whi le I <= length ( t t )

176 i f ( t ch2 (L) <= t t ( I ) + W) && ( t ch2 (L) >= t t ( I ) − W) ;

177 N123 = N123 + 1 ;

178 t t123 (N123 , : ) = [ t t ( I ) , t ch1 (L) , t ch2 (L) ] ;

179 end

180 I = I +1;

181 end

182 L = L+1;

183 t e s t = mod(L,100000) ;

184 i f t e s t == 0

185 di sp ( [ num2str (L) , ’ done : ’ , d a t e s t r (now , ’dd−mm−yyyy HH:MM: SS ’ ) ] )

186 end

187 end

188 di sp ( [ ’ T r i p l e s done : ’ , d a t e s t r (now , ’dd−mm−yyyy HH:MM: SS ’ ) ] )

189 t t123 ( ˜any ( tt123 , 2 ) , : ) = [ ] ;

190 end

191 end

HOM interference

1 %% Manually p roce s s TTM f i l e s o f HOM measurement

2 c l e a r a l l

3 c l o s e a l l

4 t i c

5 di sp ( [ ’ S ta r t : ’ , d a t e s t r (now , ’dd−mm−yyyy HH:MM: SS ’ ) ] )

6 %% Test ing i f f i l e e x i s t s

7 prompt = { ’Window s i z e in ns : ’ } ; % Asking

f o r window s i z e

8 t i t l e = ’Window s i z e ’ ;

9 answer = inputd lg ( prompt , t i t l e ) ;

10 window = st r2doub l e ( answer {1}) ;

11 Bool = ques td lg ( ’ Exclude double counts ? ’ , ’ Doubles ? ’ , ’ Yes ’ , ’No ’ , ’ Yes ’ ) ; % Asking

f o r e x c l u s i o n o f double counts

12 switch Bool

13 case ’ Yes ’ ,

14 ex = e x i s t ( [ ’HOM ’ , num2str ( window ) , ’ . mat ’ ] ) ;

15 case ’No ’ ,

16 ex = e x i s t ( [ ’HOM ’ , num2str ( window ) , ’ dc . mat ’ ] ) ;

17 end

18 di sp ( [ num2str ( window ) , ’ ns window , exc lude double counts : ’ , Bool ] )

19 i f ex == 2 ;

20 YN = ques td lg ( ’Do you want to ove rwr i t e ’ , ’The f i l e a l r eady e x i s t ’ , ’ Yes ’ , ’No ’ , ’No ’ ) ;

21 switch YN

22 case ’ Yes ’

23 Re = ques td lg ( ’ Rea l ly ’ , ’The f i l e a l r eady e x i s t ’ , ’ Yes ’ , ’No ’ , ’No ’ ) ;

24 switch Re

25 case ’ Yes ’

26 ex = 1000 ;

27 case ’No ’

28 r e turn

29 end

30 case ’No ’ %

Loading f i l e in case i t e x i s t s

31 switch Bool

32 case ’ Yes ’ ,

33 ld = load ( [ ’HOM ’ , num2str ( window ) , ’ . mat ’ ] ) ;

34 case ’No ’ ,

35 ld = load ( [ ’HOM ’ , num2str ( window ) , ’ dc . mat ’ ] ) ;

36 end

37 di sp ( ’ Using o ld f i l e ’ )
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38 D i f f = ld . D i f f ;

39 N = ld .N;

40 N1 = ld . N1 ;

41 N2 = ld . N2 ;

42 N12 = ld . N12 ;

43 T tot = ld . T tot ;

44 sk ip = ld . sk ip ;

45 end

46 end

47 i f ex ˜= 2 ;

48 %% Input

49 Pos = [ 9 : . 1 : 1 4 . 7 ] ;

50 fnames = d i r ( ’Time ∗ . dat ’ ) ; % Importing

a l l in fo rmat ion o f f i l e s ending . dat from CURRENT f o l d e r

51 f o r fn = 1 : l ength ( Pos )

52 fname{ fn } = fnames ( fn ) . name ; % Writing

f i l enames in to c e l l array

53 end

54 %% Evaluat ing f i l e ; s epa ra t ing channe l s & cut t i ng i t down to ’Max’ number o f counts on one

channel

55 f o r I = 1 : l ength ( fname ) ;

56 [ channel { I } , ˜ , t t { I } ] = ReadTimetags ( fname{ I }) ; % Reading out channel and timetag

in fo rmat ion

57 i = channel { I } == 0 ; t t t o { I } = t t { I }( i ) ; % CH 0 timetags , t r i g g e r

58 j = channel { I } == 2 ; t t ch1o { I } = t t { I }( j ) ; % CH 2 t imetags

59 Max = length ( t t t o { I }) ;

60 t t t { I } = t t t o { I } ( 1 :Max) ; % Rede f in ing t r i g g e r to MAX counts

61 xx = t t t { I }(Max) − t t ch1o { I } ˜= 0 ; t t ch1 { I } = tt ch1o { I }( xx ) ; % Adjust ing ch1 to

same time frame

62 bin = 0.0823045∗10ˆ −9; % Bin s i z e in

seconds

63 s k i p s { I } = ( t t { I } ( 2 : end )− t t { I } ( 1 : end−1) ) >= 0.5/ bin ; % 1 i f the d i s t ance

between two conse cu t i v e e lements i s b i gge r then 0 .5 seconds

64 i f sum( s k i p s { I }) == 0 ;

65 sk ip ( I ) = 1 ; % I f no index i s

b i gge r by th i s , s e t sk ip = 1

66 e l s e

67 sk ip ( I ) = f i n d ( s k i p s { I }) +1; % Finds i n d i z e s

where ’ sk ips ’ i s 1 , s t a r t s at the next one

68 end

69 T tot { I } = bin ∗double ( t t { I }( end )− t t { I }( sk ip ( I ) ) ) ; % Total time f o r

measurement in seconds ( s t a r t i n g at 100 because weird s t u f f happens be f o r e )

70 %% Finding tt12 and accord ing time d i f f e r e n c e s

71 di sp ( [ num2str ( I ) , ’ / ’ , num2str ( l ength ( Pos ) ) , ’ s t a r t e d : ’ , d a t e s t r (now , ’dd−mm−yyyy HH:MM: SS ’ ) ] )

72 [ N1{ I } ,N2{ I } ,N12{ I } , t t12 { I } ] = SortTT HOM filter ( t t t { I } , t t ch1 { I } , window , Bool ) ; %

Running code to f i n d c o i n c i d e n c e s

73 a = tt12 { I } ( : , 1 )− t t12 { I } ( : , 2 ) ;

74 a = double ( a ) ;

75 b = tt12 { I } ( : , 2 )− t t12 { I } ( : , 1 ) ;

76 b = double (b) ;

77 D i f f { I } ( : , 1 ) = a−b ; % Time d i f f e r e n c e in bins ,

t r i g g e r f i r s t

78 N{ I } = N1{ I } + N2{ I } − sk ip ( I ) ; % Total number o f s i n g l e s

f o r normal i sat ion , account ing f o r the o f f s e t in T tot ( sk ip )

79 end

80 end

81 %% F i l t e r i n g step : only take c o i n c i d e n c e s with in i n t e g e r m u l t i p l e s o f 1/FSR

82 YN = ’ Yes ’ ;

83 switch YN

84 case ’ Yes ’

85 di sp ( ’ F i l t e r i n g . . . ’ )

86 FSR = 8 .28/0 . 0823045 ; % FSR in b ins
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87 ds = [ 100 , 12 ] ; % Bin width o f

the sum ; Important : the 2nd number i s used f o r the ’ f i l t e r ’ data

88 bin = 0 .0823045 ; % Bin s i z e in

ns

89 f o r I = 1 : l ength ( D i f f )

90 dT12{ I } = 2∗ f l o o r ( window/ bin /2) +1; % Al l p o s s i b l e time

d i f f e r e n c e s , hardcoded from window s i z e

91 Hist12 { I } = zero s (2∗ f l o o r ( window/ bin /2) +1 ,2) ; % P r e a l l o c a t i n g

histogram

92 S h i f t { I } = 0 ; % Manually s h i f t the

whole histogram

93 Hist12 { I } ( : , 1 ) = (− f l o o r ( window/ bin /2)+S h i f t { I } : f l o o r ( window/ bin /2)+S h i f t { I }) ’ ; %

Writing time d i f f e r e n c e s in to histogram column 1

94 f o r m = 0 : dT12{ I }
95 Hist12 { I }(m+1 ,2) = sum( D i f f { I } == Hist12 { I } (1 , 1 ) + m) ; % Bin & accord ing

photons in that bin

96 end

97 o f f = 1 ; % +/− 1ns time

window f o r search f o r maximum

98 [ Maxi12{ I } , Ind12{ I } ] = max( Hist12 { I }( f l o o r (dT12{ I }/2− o f f /0 . 08 ) : f l o o r (dT12{ I}/2+ o f f /0 . 08 )

,2 ) ) ; % Maximum and accord ing index in +/− ’ o f f ’ ns around 0

99 Ind12{ I } = Ind12{ I}+ f l o o r (dT12{ I }/2− o f f /0 . 08 ) −1;

% Index o f c en t e r peak

100 o f f s e t ( I ) = Hist12 { I }( Ind12{ I }) ;

% Value o f index

101 nmax12 = f l o o r (dT12{ I }/2/FSR) −1;

% Number o f peaks f o r

eva luat ion , g e t t i n g r i d o f outermost one

102 % Sum over a l l peaks , d i f f e r e n t time windows around peaks

103 f o r Z = 1 : l ength ( ds ) %

Finding N12

104 Ima12{ I } = Ind12{1}+ds (Z) /2 ; %

Lower and upper index

105 Imi12{ I } = Ind12{1}−ds (Z) /2 ;

106 N12f (Z , I ) = sum( Hist12 { I } ( ( Imi12{ I } : Ima12{ I }) , 2 ) ) ; %

Zero peak

107 N12back (Z , I ) = (nmax12∗2+1) ∗( ds (Z)+1) ; %

Number o f b ins that go in to N12f

108 f o r n = 1 : nmax12 % Al l

other peaks to the l e f t AND r i g h t

109 N12f (Z , I ) = N12f (Z , I ) + sum( Hist12 { I } ( ( round ( Imi12{ I}−n∗FSR) : round ( Ima12{ I}−n∗FSR)

) ,2 ) ) + sum( Hist12 { I } ( ( round ( Imi12{ I}+n∗FSR) : round ( Ima12{ I}+n∗FSR) ) ,2 ) ) ;

110 end

111 end

112 di sp ( [ num2str ( ( I ) ) , ’ / ’ , num2str ( l ength (N) ) , ’ f i n i s h e d : ’ , d a t e s t r (now , ’dd−mm−yyyy HH:MM: SS ’ )

]

113 end

114 end

115 %% Background es t imat ion s i n g l e s

116 [ chb , ˜ , t tb ] = ReadTimetags ( ’ background . dat ’ ) ; % Reading out channel and

timetag in fo rmat ion from background f i l

117 bin = 0.0823045∗10ˆ −9; % Bin s i z e in seconds

118 sk ipsb = ( ttb ( 2 : end )− t tb ( 1 : end−1) ) >= 0.5/ bin ; % 1 i f the d i s t ance between two

conse cu t i v e e lements i s b i gge r then 0 .5 seconds

119 i f sum( sk ipsb ) == 0 ;

120 sk ipb = 1 ; % I f no index i s b i gge r by

th i s , s e t sk ip = 1

121 e l s e

122 sk ipb = f i n d ( sk ipsb ) +1; % Finds i n d i z e s where ’ sk ips

’ i s 1 , s t a r t s at the next one

123 end

124 T b = bin ∗double ( ttb ( end )− t tb ( sk ipb ) ) ; % Total time f o r background
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measurement in seconds ( s t a r t i n g at 100 because weird s t u f f happens be f o r e )

125 R b = ( length ( ttb )−sk ipb ) /T b ; % Background ra t e in Hz (

account ing f o r the 100 above )

126 f o r I = 1 : l ength ( Hist12 )

127 R s ( I ) = N{ I } . / T tot { I } − R b ; % S igna l rate , background

c o r r e c t e d

128 N{ I } = R s ( I ) .∗ T tot { I } ; % Red i f i n i ng t o t a l counts , now

c o r r e c t e d

129 end

130 %% Background es t imat ion c o i n c i d e n c e s

131 f o r I = 1 : l ength ( Hist12 )

132 Hist { I } = [ Hist12 { I } ( 2 : 2 : end , 1 ) Hist12 { I } ( 1 : 2 : end −1 ,2)+Hist12 { I } ( 2 : 2 : end , 2 ) ] ; %

Creat ing two bin Histogram that could be f i t t e d with ’ old ’ code

133 Time{ I } = Hist { I } ( : , 1 ) ∗ bin ; % Time in nanoseconds (10ˆ −9) , only us ing

second ( even ) timestamp

134 Counts{ I } = Hist { I } ( : , 2 ) ; % Counts

135 width = 30/2 ; % Hal f width o f peaks in i n d i z e s f o r time

v a r i a b l e

136 m = −(nmax12+2) ∗2 ; % I n i t i a l peak

137 % Creat ing vec to r f u l l o f ’ good ’ time b ins

138 T{ I } = ( round (m∗FSR/4−width /2)+f l o o r ( o f f s e t (1 ) /2) : round (m∗2∗FSR/4+width /2)+f l o o r ( o f f s e t (1 )

/2) ) ’ ; % Hardcoding o f f s e t to HALF value out o f

f i r s t datase t ( account ing f o r 2 bin histogram )

139 f o r m = −(nmax12+1) ∗2 : ( nmax12+1)∗2

% −1 i s coming from not running out o f boundry on T

140 T{ I } = [ T{ I } ; ( round (m∗FSR/4−width /2)+f l o o r ( o f f s e t (1 ) /2) : round (m∗FSR/4+width /2)+

f l o o r ( o f f s e t (1 ) /2) ) ’ ] ; % Vector f i l l e d with GOOD time bins

, 30 b ins around peaks

141 end

142 T{ I } = T{ I } + round ( Ind12 {1}/2) − S h i f t { I }/2 ; % Again hardcoded f o r f i r s t

datase t and o f f s e t by ’ s h i f t ’ v a r i a b l e (/2 because o f 2 b ins per entry in Hist )

143 Hist new { I } = Hist { I } ;

144 Hist new { I }(T{ I } , : ) = [ ] ; % Gett ing r i d o f a l l good time b ins

145 Bgd( I ) = mean( Hist new { I } ( : , 2 ) ) /2 ; % Mean background per time bin ( that ’ s

where the /2 i s coming from )

146 bgd ( I ) = Bgd( I ) .∗ N12back (2 , I ) ; % Overa l l background f o r number o f

eva luated t imebins from v a r i a b l e ds

147 end

148 %% Normal i sat ion

149 Pos = [ 9 : . 1 : 1 4 . 7 ] ; % x va lues f o r p l o t t i ng , s e t t i n g s o f the t r a n s l a t i o n s tage

150 f o r I = 1 : l ength ( D i f f ) %

Corrected HOM values

151 N12f (1 , I ) = N12{ I } ;

152 Hal l ( I ) = ( N12f (1 , I ) − Bgd( I ) ∗dT12{ I }) . /N{ I } ; %

. . . us ing a l l b ins

153 H f i l ( I ) = ( N12f (2 , I ) − bgd ( I ) ) . /N{ I } ; %

. . . us ing ’ some ’ b ins (2nd value o f ds )

154 e H f i l ( I ) = s q r t ( N12f (2 , I ) − bgd ( I ) ) . /N{ I } ; %

Error on that

155 Hf i lnb ( I ) = ( N12f (2 , I ) ) . /N{ I } ; %

. . . us ing ’ some ’ b ins (2nd value o f ds ) , not background c o r r e c t e d

156 end

157 %% F i t t i n g

158 % Set up f i t t y p e and opt ions f o r beam waist r e c o n s t r u c t i o n

159 f = f i t t y p e ( ’ a ∗(1/2 − 1/2∗ exp (−2∗(b∗(x−c ) ) ˆ2) )+d ’ , ’ independent ’ , ’ x ’ , ’ dependent ’ , ’ y ’ ) ;

160 opts = f i t o p t i o n s ( f ) ;

161 opts . Display = ’ Off ’ ;

162 opts . Lower = [−0 −0 −10 −0 ] ; % Lower bounds f o r v a r i a b l e s

163 opts . Robust = ’LAR’ ;

164 opts . Star tPo int = [ 0 2 12 .2 0 ] ; % I n i t i a l gue s s e s go here , in order abc from f i t

165 opts . Upper = [ 1 I n f 25 1 ] ; % Upper bounds f o r v a r i a b l e s
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166 % Fit model to data

167 [ f i t r e s u l t , gof , O] = f i t ( Pos ’ , H f i l ’ , f , opts ) ;

168 [ f i t r e s u l t n b , ˜ , ˜ ] = f i t ( Pos ’ , Hf i lnb ’ , f , opts ) ;

169 %% V i s a b i l t y i n c l . e r r o r s ( only ind i ca to r , us ing lowest po int )

170 % Extract parameters , c o r r e c t e d

171 c o e f f v a l s = c o e f f v a l u e s ( f i t r e s u l t ) ;

172 Cmax = c o e f f v a l s (1 )/2+ c o e f f v a l s (4 ) ; % maximal c o i n c i d e n c e s

173 Cmin = c o e f f v a l s (4 ) ; % minimal c o i n c i d e n c e s

174 c i = c o n f i n t ( f i t r e s u l t , 0 . 6 8 2 ) ; % 1 sigma con f idence i n t e r v a l ( e r r o r ) f o r

f i t t i n g parameters , ( 1 , : ) lower bounds

175 dCmax = s q r t ( ( ( c i ( 2 , 1 )− c i ( 1 , 1 ) ) /2/2) ˆ2 + ( ( c i ( 2 , 4 ) − c i ( 1 , 4 ) ) /2) ˆ2) ; % Error on Cmax

176 dCmin = ( c i ( 2 , 4 ) − c i ( 1 , 4 ) ) /2 ; % Error on Cmin

177 V = (Cmax−Cmin) /(Cmax+Cmin) ; % V i s a b i l i t y

178 To = s q r t ( dCminˆ2 + dCmaxˆ2 ) ; % Error in Cmax+Cmin

(= e r r o r in Cmax−Cmin)

179 dV = To∗V∗ s q r t ( (Cmax−Cmin) ˆ−2 + (Cmax+Cmin) ˆ−2 ) ; % Error on V

180 di sp ( [ ’V = ’ , num2str (V∗100) , ’ +/− ’ , num2str (dV∗100) ] ) % Display i t

181 % Extract parameters , not background c o r r e c t e d

182 c o e f f v a l s n b = c o e f f v a l u e s ( f i t r e s u l t n b ) ;

183 Cmaxnb = c o e f f v a l s n b (1 )/2+ c o e f f v a l s n b (4 ) ; % maximal c o i n c i d e n c e s

184 Cminnb = c o e f f v a l s n b (4 ) ; % minimal c o i n c i d e n c e s

185 c inb = c o n f i n t ( f i t r e s u l t n b , 0 . 6 8 2 ) ; % 1 sigma con f idence i n t e r v a l ( e r r o r

) f o r f i t t i n g parameters , ( 1 , : ) lower bounds

186 dCmaxnb = s q r t ( ( ( c inb (2 , 1 )−c inb (1 , 1 ) ) /2/2) ˆ2 + ( ( c inb (2 , 4 ) − c inb (1 , 4 ) ) /2) ˆ2) ; % Error on

Cmax

187 dCminnb = ( cinb (2 , 4 ) − c inb (1 , 4 ) ) /2 ; % Error on

Cmin

188 Vnb = (Cmaxnb−Cminnb) /(Cmaxnb+Cminnb) ; % V i s a b i l i t y

189 Tonb = s q r t ( dCminnbˆ2 + dCmaxnbˆ2 ) ; % Error in Cmax+Cmin

(= e r r o r in Cmax−Cmin)

190 dVnb = Tonb∗Vnb∗ s q r t ( (Cmaxnb−Cminnb) ˆ−2 + (Cmaxnb+Cminnb) ˆ−2 ) ; % Error on V

191 di sp ( [ ’Vnb = ’ , num2str (Vnb∗100) , ’ +/− ’ , num2str (dVnb∗100) ] ) % Display i t

192 %% End

193 di sp ( [ ’End : ’ , d a t e s t r (now , ’dd−mm−yyyy HH:MM: SS ’ ) ] )

194 save ( ’HOM2102 ’ , ’ H f i l ’ , ’ e H f i l ’ , ’ Pos ’ , ’ f i t r e s u l t ’ )

195 Time elapse = toc ;

With ReadTimetags, a function provided by the manufacturer of the TTM box to read the

stored information of the photon arrival times and SortTT HOM filter, a simplified version of

the auto-correlation sorting function.
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